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1. Purpose
The purpose of this guide is to describe how you can manage your PetaSAN cluster using the web based
Management Application.

2. Pre-requisites
This guide assumes you have already built your cluster and you are logged in to the Management
Application via one of the management URLs.

» Note: PetaSAN’s default administrator password is “password “which can be changed once you are
logged in.

3. Dashboard

The home page of the Management Application is a dashboard which provides a quick look at the state

of the cluster.

bl Dashboard & Home
F

Ceph Health Storage - OSD Usage Ceph Cluster OSD Status
= OK v osao [l 2%
= osat [l % Total

R 736 0sd.2 - 25%

[ -

Maintenance osao Wl % 8
= Off osa.s [ 2%

169.05 GB / 640.42 GB (26.40%)

=

View Chart | Cluster Statistics v | Metrics | OSD Apply Latency gr‘ Time Range | Last Hour v

& OSD Apply Latency

a 2017-02-06 17:37:00
3ms
- 5ms
- 3 ms
6 ms

0ms

0ms

» Ceph Health

Ceph Health will be described by one of the following icons according to the current Ceph status:

e OK

The cluster is healthy
e Warning

The cluster has warnings, which can be viewed by clicking on the icon.
e Error

The cluster has errors, which can be viewed by clicking on the icon.
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» Storage
This chart shows the free as well as the total storage available in the cluster.

» Maintenance
The maintenance section shows whether the system is under maintenance or not, the system is
under maintenance if any of the maintenance settings is off.

For example during system upgrade it is recommended to turn off the fencing.

» OSD Usage
The OSD usage section shows the top 5 used OSDs and the percentage of used space for each OSD

You can view the full list of OSD usage by clicking on >>
Which will shows the following

e OSD name

e Usage: percentage used of the OSD

e Node Name: the node which hosts the OSD

e Associated Pools: Pool names that uses the OSD

Node Name Associated Pools

0sd.0 6 Node3 _Fgw.root

0sd.1 6 Node1 _rgw.root

osd.2 4 MNode2 rgw.root

Showing 1 to 3 of 3 entries Previous - MNext

» Ceph OSD Status
The dashboard displays the following information about the Ceph OSDs:

e Total

The total number of OSDs in the cluster
e Up

The number of running OSDs
e Down
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The number of down OSDs, in case there are any down OSDs you can view the list of down OSDs
and the node(s) hosting them.

Down OSDs
Node Name OSD Number
Node2 0SD2
Node2 0SD3

Close

» View Chart
You can view the following charts which displays various cluster metrics for various time ranges
starting from one hour and ending with one year:

e Cluster Storage
This chart represents the used and free storage available.
e Throughput
This chart represents the Read/Write bandwidth for the selected pool.
e |OPS
This chart represents the Read/Write operations per second for the selected pool.
e Monitor Status
This chart represents the number of Ceph monitor nodes and their status.
e OSD Status
This chart represents the number of Ceph OSDs and their status.
e OSD Commit Latency
This chart represents the time latency during OSD commit operations.
e OSD Apply Latency
This chart represents the time latency during OSD apply operations.
e PG Status
This chart shows the number of Ceph PGs and their state.
¢ Node Statistics
Select the node you want to view its statistics and then select the chart you want to view from
one of the following options:
o CPU
Total CPU percentage utilization for node.
o Memory
Total RAM percentage utilization for node.
o Disk Utilization
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Disk percentage utilization, indicates how busy your disks are.
o Disk Throughput
Disk Read/Write transfer rate.
o Disk IOPS
Disk total operations per second.
o Disk Reallocated Sectors
Disk reallocated sectors using SMART Tools.
o Disk Power On Hours
Disk number of power on hours read using SMART Tools.
o Disk Temperature
Disk temperature read using SMART Tools.
o Network Utilization
Network percentage utilization, indicates how busy your interface cards are.
o Network Throughput
Network Read/Write transfer rate.
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4. Configure the cluster

4.1. Download Certificate

» Download Certificate
The download certificate link enables you to download the browser certificate that you should
install to connect securely using https.

4.2. EC Profiles

» View EC Profiles
The system views the list of predefined EC profiles and enables you to add new profiles:

= PetaSAM

EC F’I'OfileS & Configuration - WEC Profiles

=+ Add EC Profile

Show 10 v entries Search:
Name It K M Action
ec-21-profile 2 1 *®
ec-32-profile 3 2 *®
ec-42-profile 4 2 x
ec-62-profile 6 2 *®
ec-63-profile 6 3] *®
Showing 1to 5 of 5 entries Presvious MExt

The EC Profiles List displays the following information for each Profile:

e Name
The EC profile name

o K
Number of data chunks used to divide each stored object, each chunk is stored on a different
OsD.

e M
Number of coding chunks computed for each stored object, each chunk is stored on a different
OSD. This number determines how many OSDS can simultaneously fail without loss of data.

e Action
The column action displays the actions that can be done on each profile; each action has a tool tip
that is displayed when the mouse is over the action button.
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o Delete
Deletes the selected profile

» Add EC Profile
By clicking on Configuration->EC Profiles-> Add Profile, the system will open the Add EC Profile form

PetasAM

Add EC Profile # Configuration -~ WEC Profiles [ Add EC Profile

Name:*

= Advanced

Plugin:

Jerasure v

Technique:

Stripe unit: €&

Packet Size:

Cancel

The Add EC Profile from contains the following fields:

e Name
The EC profile name

e K
Number of data chunks used to divide each stored object, each chunk is stored on a different
OsD.

e M
Number of coding chunks computed for each stored object, each chunk is stored on a different
OSD. This number determines how many OSDS can simultaneously fail without loss of data.

Advanced fields

e Plugin
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The erasure code plugin used to compute coding chunks and recover missing chunks; you can
select one of the plugins: Jerasure, ISA, Locally Repairable or SHEC.

e Technique
The techniques available in the selected plugin.

o Stripe Unit
The amount of data stored per stripe, you should enter numeric value in bytes, usage of K or M is
allowed to specify values in Kilobytes or megabytes respectivly.value should be multiple of 4K
bytes

e Packet Size
The encoding will be done on packets of bytes size at a time. Appear in case plugin selected is
Jerasure.

e Locality
Group the coding and data chunks into sets of size locality. Appear in case plugin selected is
Locally Repairable.

o Durability Estimator
The number of parity chunks each of which includes each data chunk in its calculation range,
appear in case plugin selected is SHEC.
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4.3.

Manage Pools

» Pools List
Clicking on Configuration ->Pools, the system will view list of existing pools.

Yo

u can filter the pools by its usage by selecting the required usage from the combobox.

= Petasan
Pools & Configuration -~ = Fools
Show 10 ~ entries usage: A ~ Search:
18 Min Rule Used Available Active
Name Type Usage PGs Size Size Name Space Space OSsSDs Status Action
_rgw.root replicated  radosgw 32 3 2 replicated_rule  2.25 MB 281.79 GB [ Active ] = =
default rgw.buckets data replicated  radosgw 64 3 2 replicated_rule 6.0 MB 281.79 GB [ Active ] = =
default rgw.buckets. index replicated  radosgw 16 3 2 replicated_rule O Bytes 281.79 GB [ Active ] = =
default rgw.control replicated  radosgw 16 3 1 replicated_rule 0 Bytes 281.79 GB [ Active ] = ~
default rgw.custom buckets.data replicated  radosgw 64 3 2 replicated_rule O Bytes 281.79 GB [ Active ] = -
default rgw.custom buckets. index replicated  radosgw 64 3 2 replicated_rule O Bytes 281.79 GB [ Active ] = -
default rgw.custom glacier buckets data  replicated  radosgw 64 3 2 replicated_rule O Bytes 281.79 GB [ mactive ] = =
default rgw.glacier buckets data replicated  radosgw 64 3 2 replicated_rule O Bytes 281.79 GB [ Active ] = =
default rgw.log replicated  radosgw 16 3 1 replicated_rule O Bytes 281.79 GB [ Active ] = =
default rgw.meta replicated  radosgw 16 3 1 replicated_rule  1.12 MB 281.79 GB [ Active ] = =
Showing 1 to 10 of 11 entries Previous - 2 Next

Th

e Pools List displays the following information for each Pool:

Name
The pool name
Type
The pool type, Replicated or EC
Usage
rbd, cephfs or radsgw, rbd is used for iSCSI, cephfs for CIFS/NFS and radosgw for S3.
No of PGs
Number of PGs in the Pool
Size
o In case of replicated pool: Number of replicas per object.
o In case of EC pool: Number of chunks per object
Min Size
o In case of replicated pool: The minimum number of replicas required for the pool to remain
active and keep serving client /O requests.
o In case of EC pool: The minimum number of chunks required for the pool to remain active
and keep serving client I/O requests.
Rule Name
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The rule used to distribute the replicas
e Used Space
Space used in the pool

e Available Space
Remaining space in the pool.

o Active OSDs
Number of active OSDs in the pool

e Status
Displays the current status of the pool which can be one of the following:

o Active
Pool can serve client I/O requests.

o Inactive
Pool cannot serve client I/O requests.

o Deleting
Pool is being deleted

Note:
Deleting a pool will delete all its stored data, please be careful using this action.

» Add Pool
By clicking on Configuration->Pools->Add Pool the system will open the Pool form

Add Pool # Configuration - & Pools - = Add Pool

Pool Name:*

Fast_VM_Pool

Type:

® Replicated O EC

Usage:* @

rbd ~

Number of PGs:* @

Compression:

@ Enabled O Disabled

Compression Algorithm:=

snappy -

Rule Name:™

by-rack-hdd ~

Cancel Save
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Add Pool # Configuration - S Pools ~ S Add Pool

Pool Name:*

EC Pool

Type:

O Replicated @® EC

Usage:* @

rbd

EC Profile:*

ec-32-profile ~

Number of PGs:" @

64

Size:*

K4 + M,
Min Size:* @
4
Compression:
(> Enabled @ Disabled
Rule Name:*
ec-by-rack-hdd v

Cancel Save

The Add Pool from contains the following fields:

Pool Name

Name of the pool, name cannot contain spaces

Pool Type

Type of pool which can be replicated or EC

Usage

rbd, cephfs or radosgw, rbd is used for iSCSI, cephfs for CIFS/NFS and radosgw for S3.
EC Profile

Appear in case of EC pool, to enable selecting an EC profile

Number of PGs

Number of PGs in the pool, you should choose this value so that ideally each OSD will handle a
total PG count of approximately 100 PGs (including replicas) across all its pools

Size
o Incase of replicated pool: Number of replicas in the pool.
o In case of EC Pool: Total number of chunks per object. Which equals K+M where K is the
number of data chunks and M is the number of parity chunks.
Min Size
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4.4.

o In case of replicated pool: The minimum number of replicas required for the pool to
remain active and keep serving client 1/0 requests.
o In case of EC Pool: The minimum number of chunks required for the pool to remain active
and keep serving client I/O requests.
e Compression
If you want to enable compression select “Enabled”
o Compression Algorithm
If you enabled compression, select the compression algorithm to use.
e Rule Name
The rule to use which defines how stored data is distributed.

Manage CRUSH

Buckets Tree
By clicking on Configuration ->CRUSH->Buckets Tree, the system will open a tree of existing buckets

=  PetasAM e
BucketS Tree # Configuration N CRUSH afa Buckets Tree
v default

v whode-01
05,0 {hdd)

v whode-02
o5d.1 {hdd)

¥ uhode-03
0sd.2 [hdd)

Cancel

You will be able to manage buckets as following:

Add Bucket
Select a parent bucket then click on the Add Bucket button; this will open the Add New bucket
Form.

The newly created bucket will be added under the selected Parent bucket

You can select to add a new bucket as the top level bucket using the Add button on the top left of
the tree.

The Add bucket Form contains the following fields:
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Add Bucket

Parent:

Fegion
Name: =

Fooam1

Type:®

ranrm

datacenter
pod
pou
Ot
rack
chassis

e Parent
The name of the selected parent bucket.

e Name
The new bucket name

e Type
The new bucket type, you will be able to select types that are allowed Childs of the parent bucket,
after entering the bucket information and clicking Add, the bucket will be added to the temporary
buckets tree. To save your changes to the CRUSH map, click Save button on the Buckets Tree
Form.

» Move Bucket
You can move a bucket with all of its children by dragging and dropping it under a new parent
(Highlighted with grey)
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@ BUCketS Tl'ee A Configuration M CRUSH ik Buckets Tree

&
= ¥ hiodei]
_ 0sd.1 (hdd)
v default
[ ¥ Room1 n
v Racki [+ | % |
& ¥ NodeZ
0sd 2 (hdd)
o w NMode3
0500 (hdd)
¥ Room?2 n
Rack? a8

Cancel

Any movements will not be saved to the CRUSH map until you click Save on the Buckets Tree form.

» Delete Bucket
You can only delete a bucket if it has no children

Any deletions will not be saved to the CRUSH map until you click Save on the Buckets Tree form.

> Rules List
Configuration ->CRUSH->Rules, the system will view list of all existing rules

Rules & Configuration ~ MICRUSH -~ & Rules

=+ Add Rule
Show 0 v entries Search:

Rule Name 18 Type Action

by-host-hdd Replicater z  x

fy-rack-host-hod Replicated = x

ec-by-rack-hdd EC = *®

replicated_rule Replicated ]
Showing 1 to 4 of 4 entries Fresvious - Mext
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The Rules List displays the following information for each Rule:

e Rule Name
The rule name
e Type
The rule type, replicated or EC
e Action
The column action displays the actions that can be done on each rule; each action has a tool tip
that is displayed when the mouse is over the action button.

o Edit
Opens the Edit Rule form which allows updating the rule body only.
o Delete

Deletes the selected rule with the exception of the default rule “replicated rule” which
cannot be deleted

» Add Rule
By clicking on Configuration->CRUSH->Rules-> Add rule, the system will open the Add Rule

£ Add Rule & Corfiguration -~ MICRUSH  @Rules & Add Rule

Use Template:

]

hy-rack-host-ssd v

Rule Name:*

fry-rack-host-ssd

o
Rule:*
&
{
& # Placement rule per PG/object:

#For M replicas, choose M distinct racks
# For each, choose a single 550 05D disk
# Murnber of replicas M is defined in Pool creation

# Auto generated id. do not modify

id 3
type replicated

Cancel

The Add Rule from contains the following fields:

o Use Templates
You can select a rule template from list of predefined templates, templates represents some of

the most commonly used rules

e Rule Name
The rule name (cannot contain spaces)

e Rule
The body of the rule, the rule id is auto generated automatically by the system.
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4.5. Ceph Configuration

» View Ceph Configuration
By clicking on the Ceph configuration you will be able to view configuration keys that are saved in
the common cluster database. These apply to all instances of services such as OSDs, Monitors,
MDSs..etc however, these will be over-ridden by any settings set for specific instances as well as
by any settings defined in local configuration files.

When the mouse is hovered over any key the system displays a help description of that key

Ceph Configuration #Confiquration &1

d in the common d not including y Jonitor, or in the |o nfiguration file and it wil

View by:

® Section ) Category
Section:
All v
Level:
All £
*To edit double click the key row and press Enter key or click out of the row to save name:
bluestare_compression_min_biob_size = 3 E
man_aliow pool_delete = true \EI 's’g  es
mon_max_pg_per_osd = 300 E e
noo|
man_osd_min_in_ratio = 0.300000 \EI deletions
Man_pg_warn_min_per_osd = 10 \z‘
osd_max_pg_per_osd_hard_ratio = 2.500000 E
_______ [l

You can filter keys by:

e Section
The current sections available options are

o All

o global
o osd

o mon
o mgr
o mds
o client

e Level

By default system will all the levels or you can select the configuration level from one of the
following values:
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All

Basic
Advanced
Dev

o
o
(0]
(0]

Ceph Configuration

o Configuration 4 Ceph Configuration

1in the common d: e not including the are setf fic MOnitar, or in the

configuration file and it will override the built-in

View by:

® Section & Category

Section:

osd v

Level:

Basic v

*“To edit double click the key row and press Enter key or click out of the row to save

o0sd_memory_target = 4294967296 E

o Category
The current categories options are
o Recovery

o Scrubbing

&G 1 FCeph©

1in the common da 10t including the at are set for specific 05D, Monitor, or in the loca ration file and it wil de the built-in
View by:
) Section @ Category
Category:
recovery v

“Teo edit double click the key row and press Enter key or click out of the row to save

osd_max_backfills = 1 \z‘
0S0_recavery_max_active = 1 E
0sd_recovery_priority = 1 E
0sd_recovery_op_priority = 1 \zl
ostl_client_op_priority = 63 E
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» Add Ceph Configuration Key
You can add new Ceph configuration key

o Key
Select the key name you want to add from list of available keys, you can type any characters and
system will filter the keys contain the typed characters
System will view the description of the selected key
e Section
Select the section you want to add the key to it
e Value
Enter the value of the selected key

. long_desc:
Add Ceph Configuration e

Key:™

rogw Swift_auth_url

Section:®

> Delete Ceph Configuration Key Value
You can delete one of the existing Ceph configuration keys

_ EESA‘N o _

Are you sure you want to delete mon_max_pg_per_osd key 7
Ceph Configuration

# Configuration # Ceph Configuration

o in the comman ca 0t including the k E ] cific O onitor, or in the Iacal configuration file and de the built-in

Yiew by: Add
® Section Category
Section:
All A
Level:
All A

long_desc:

“To edit double click the key réw and press Enter Key or click out ¢f the réw to save

bluestore_compression_min_blob_size = 3 x

mon_max_pg_per_osd = 300 x
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4.6. NUMA Pinning

» View NUMA Pinning
You can view the list of OSDs and their NUMA node pinning.

= PetasANM

NUMA Pinning /F Configuration - 58 NUMA Pinning

B3

Noce1 v QEETIED
Update Pinning
OSD Number NUMA Node
0SD.1 ] 0-1
Node? >  QEETIED

Noced > QEETIND

Copyright 2020 PetaSAN www petasan_ org All rights reserved

» Update Pinning
You can update the pinning for OSDs on specific NUMA nodes

NUMA Pinning # Configuration - 58 NUMA Pinning - 58 Update NUMA Pinning
i Info
OSD service will be restaried for any updated OSDs ...
Node2:
©SD Number NUMA Node
0sD.2 0 o1 "
0sD.3 "
Copyright 2020 PetaSAN www.petasan.org All rights reserved. Version 2.6.0

PetaSAN Administrator Guide Page 18 of 83



PetaSAN

4.7. File Systems

» View File Systems
By Default the cephfs file system is created but you can delete it and create a more customized

one.
= PetaSAM 3
CephFS File Systems # Configuration ~ B8 CephFS File Systems
Name Metadata Pool Default Layout Data Pool Actions

cephfs cephfs_metadata cephfs_data =z | x

System views the following columns for the file systems
e Name
The file system name
o Metadata Pool
The file system Metadata Pool
e Actions
o Edit
Edits the selected file system
o Delete
Deletes the selected file system including its metadata and data pools and if there are any
layouts, they too will be deleted including their data pools
» Note:

Currently you are not allowed to add multiple file systems

» Add File System
You can add a new file system with its default layout, if you currently have no file system created
System requires entering the following fields
e Name
The file system name
¢ Metadata Pool
Select if from list of existing pools of type cephfs

Default layout

e Name
Fixed as default
e Data Pool
Select the default layout data pool from list of existing pools of type cephfs
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e Actions

Select if from list of existing pools of type cehpfs
o Save

Saves the file system only if there is currently no other file system exists

Add File System

# Configuration - B8 CephFS File Systems - W Add File System

Name:*

cephfs

Metadata Pool:”

cephfs_metadata v
Default Layout
Name:*
Default
Data Pool:* @
cephfs_data v

Cancel Save

» Edit File System

After saving the file system, the system will redirect you to the Edit File System form where you
will be able to add or delete layouts

e Actions
o Add layout
Enables you to add a new layout
o Delete layout

Enables you to delete the selected layout including its data pool .
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Edit File System # Configuration -~ B8 CephFS File Systems - B Edit File System

Name:*
cephfs

Metadata Pool:*
cephfs_metadata

Layouts
Layout Name Data Pool Actions
Default cephfs_data
Fast Fast-Pool x

Cancel

» Add layout
You can add a new layout under the existing file system; the system requires entering the following

fields:

e Name
The layout name
e Data Pool
Select the default layout data pool from list of existing pools of type cephfs.

e Actions
o Save
Saves the entered layout.

Add LEyOUt & Configuration - B8 CephFS File Systems - B Edit File System - B Add Layout

Name:*

Fast

Data Pool:” @

Fast-Pool A

Cancel Save
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4.8. S3 Configuration
PetaSAN supports multi zones but with only one Realm and one zonegroup, If you have any other
setup done manually the system will show an error message that current setup in not supported.

» View Zonegroups
System views list of zonegroups, for a supported system only one zonegroup should exist

Zonegroups & 53 Configuration B> Zonegroups

Show 10 w enfries Search:

Name 1t Actions

default @ x A

Showing 1 to 1 of 1 entries Previous - Next

In case the site is not master site, system will view the Pull button as follows

= PetasSAM ]

Zonegroups

+ Add Zonegroup m

Show 10 ~ entries Search:

& 53 Configuration &> Zonegroups

Name Lt Actions

No data available in table
Showing 0 to 0 of 0 entries Previous = Next
System views the following columns for the zonegroup.

¢ Name
The zonegroup name

e Actions
o Edit
Edits the selected zonegroup, the name and rgw.root pool information can’t be modified
o Delete

Deletes the selected zonegroup
o Info
Views the zonegroup information.
o Pull
Opens the Pull form which pulls the master zone configuration .
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> Pull
You can get the master zone configuration in case you are creating a secondary site, system will
open the Pull form which contains the following fields:

Pull

Master Zone Endpoint URL:* @

http://10.0.1.10:8000

Master Zone Access Key:* ©

6607 X28F835184647JZX

Master Zone Secret Key:* @

TkXxRRpAzSQv1iAiaWsFXnDipz8YdtSImp7zYDKZ

Master Zone URL
You need to specify the master zone’s URL

Master Zone Access Key
You need to specify the system user key for the master zone.

Master Zone Secret Key
You need to specify the access key for the master zone.

Actions

o Pull

Pulls the master zone’s configuration.
o Cancel

Cancels the operation

In Case you are using self signed certificate, import the peer certificate of the master zone before trying
to pull the master zone configuration.
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» Import Peer Certificate
In case you are using https using self signed certificates, you can import certificate of peer sites you
will connect to; the system requires uploading the peer certificate .cert file:

e Certificate File

Upload the peer certificate .cert file

= PetaSAM

Import Peer Certificate £ 53 Configuration & Import Peer Certiicate

i Info

If using self signed S3 certificates, ensure you install all peer certificates in all sites.

Certificate File:*

Choose File | No file chosen

e Actions
o Imports
Imports the peer certificate.
o Cancel
Cancels the import.

» Add Zonegroup

You can add a new zonegroup; the system requires entering the following fields:

e Name
The zonegroup name
e .rgw.root pool
You need to specify the rgw.root pool’s no of PGs, placement rule and size.
e Placement targets
By default you will have the default-placement target with STANDERD storage class and they can’t
be deleted, but you can add more placement targets or storage classes.

e Actions
o Save
Saves the entered zonegroup.
o Cancel
Cancel and returns to the zonegroup view list.
o Add Placement Target
Adds new placement target other that the default-placement
o Add Storage Class
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Adds new storage class under one of the existing placement targets

= PetasAM

Add Zonegroup

[cd

% S3 Configuration - E>Zonegroup - E= Add Zonegroup

Name:*

default

.rgw.root Pool

No of PGs:®

16

Placement Rule:*

replicated_rule

Size:*

3
Placement Targets
default-placement

Storage Class Name

STANDARD

GLACIER

Storage Class Name

STANDARD

GLACIER

> Note:

cancel Save

e You must enter the S3 Settings and make sure at least one node has the S3 role before

adding new zonegroup.

e You may find .rgw.root pool created before adding a zonegroup,this is because ceph
creates it if any rgw command has been run, when you add a new zonegroup system will
delete the existing one and creates it with you selected specification.

e You can add only one zonegroup (as this is the supported setup)
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> Zones View List

In case of the master zone, system views list of zones as follows

= PetaSAM

Zones

3

8 53 Configuration B Zones

+ Add Zone

Show 10 v entries

Name 1&  Zonegroup Master Zone

Zone1 default Yes

Zone2 default No

Showing 1 to 2 of 2 entries

Search:
Local Zone Actions
Yes @

= i

Previous Next

And in case of non master zone, system will view the zones list as follows:

= Pe@sAM

Zones

& S3 Configuration ~ B> Zones

= Add Zone

Show 10 v entries

Name I Zonegroup Master Zone

Zonel default Yes

Zone2 default No

Showing 1 to 2 of 2 entries

System views the following columns for the zones

e Name
The zone name
e Zonegroup
The zonegroup name
e Master Zone
Yes if the zone is a master zone
e Local Zone
Yes if the zone is the local zone

e Actions
o Edit

Search:

Local Zone Actions

No

Yes @

Previous Next

Edits the selected local zone, the main pools pool information can’t be modified

o Delete

Deletes the selected local zone and all its pools

o Info
Zone information
o Edit Endpoints
PetaSAN Administrator Guide
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Enables the administrator to update the endpoint of a remote site

o Promote Zone

Promotes a non master to a master zone

Note: promoting a zone while not all metadata has been synched to it yet, my cause losing these
metadata.

» Add Zone
You can add a new zone; the system requires entering the following fields:

e Name
The zone name

e Main Pools
The system shows the default setup of the control, meta and log pools, you are able to modify
this information by selecting to Modify Main Pools.

e Placement Pools
By default, you have to specify a bucket index pool for the default-placement and the bucket data
pool for the STANDARD storage class bucket data pool. The bucket index pool should be specified
on a fast SSD storage pool.
You can add bucket index pool for any added placement and bucket data pool for each added
storage class.

In case you selected an EC Rule for the Bucket Data Pool,the system will ask you to select the EC
Profile and in this case you will have to select the Data Extra Pool information to be able to create
the Buckets.non-ec pool which is required for proper functionality

e Actions

o Save
Saves the entered zone.

o Cancel
Cancel and returns to the zone view list.

o Add Placement Target
Enables the user to select placement target other than the default-placement from list of
defined placement targets added in the zone group and create its Buckets Index Pool.

o Add Storage Class
Enables the user to select Storage Class other than the STANDARD class from list of storage
classes defined in the zone group and creates its Buckets Data Pool.
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Add Zone

& Manage Zones & Zones = Add Zone

Zone Group Name:*
default

Zone Name:*

Zone|

End Points:

http:/1192.168.120.53:8000

Main Pools
Function Pool Name
Contral Zone1.rgw.control
Meta Zonel.rgw.meta
Log

Zone1.rgw.log

Default Placement

Buckets Index Pool:
Function Pool Name

Buckelslindex Zone rgw.buckets.index

Storage Classes Buckets Data Pools:

Storage Class Pool Name

STANDARD Zone rgw.buckets.data
GLACIER ~ Zone1.rgw.glacier.buckets.data
Custom ~ Placement
Buckets Index Pool:
Function Pool Name

Buckets Index Zoned rgw custom buckets index

Storage Classes Buckets Data Pools:

Storage Class Pool Name
SIANERE) Zone rgw.custom.buckets.data
GLACIER ~ Zone1 rgw.custom glacier. buckets data

PetaSAN Administrator Guide

PGs

PGs

PGs

64

64

PGs

64

PGs

64

Modify Main Pools

Rule Name Size
replicated_rule v 3 v
replicated_rule v 3 v
replicated_rule ~ 3 ~
Rule Name Size

replicated_rule v 3 v
Rule Name Size Action
replicated_rule ~ 3 v

replicated_rule ~ 3 v .

Rule Name Size
replicated_rule v 3 ~
Rule Name size Action
replicated_rule v 3 v

replicated_rule ~ 3 ~ .

Cancel
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In case of adding a secondary zone you will enter the zone information as in the master zone plus the

access and secret keys of the master zone

Add Zone

& Manage Zones & Zones E» Add Zone

Zonegroup Name:*

default

Zone Name:”

Zone2

Master Zone Access Key:"

FJUFGQVWHCKTUCG3HE79

Master Zone Secret Key:*

SBCJ4wAXnoF7iBzelocTFOoyx5igDbSGOHNs Svkw

End Points:” (For Multisite)

http:#/10.0.1.90:7480

Main Pools
Function Pool Name
Control Zone2.rgw.control
Meta Zone2.rgw.meta
Log Zone2.rgw.log
Placement Targets
Default Placement
Buckets Index Pool:
Function Pool Name

Buckets Index Zone2.rgw.buckets index

Storage Classes Buckets Data Pools:

Storage Class Pool Name

STANDARD Zone2.rgw.buckets data

PetaSAN Administrator Guide

PGs Autoscale

on

on

on

PGs Autoscale

on

PGs Autoscale

on

Rule Name
~ replicated_rule
v replicated_rule

~ replicated_rule

Rule Name
v replicated_rule
Rule Name Size
v replicated_rule v 3

Modify Main Pools

Size
~ 3 ~
v 3 v
v 3 v
Size
v 3 v
Action

Cancel Save
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4.9. General Settings

» Update General Settings
You should use the General settings form to update the NTP Time Server and SMTP server settings.

& Genel’al Settings & Configuration &} General Settings

NTP Time Server:

m

SMTP Setlings

R

SMTP Server: Port Number:

B

Server Authentication:

[

ANOMymous A

Sender Email:

Test Email

Cancel

The form contains the following fields:

o NTP Time Server
You should enter the time server that you want to synch your cluster time with. If not specified,
PetaSAN will sync the cluster to the local machine clocks of the management nodes.
o SMTP Settings
You should enter the SMTP server settings if you want PetaSAN to send email notifications. You
should enter the following fields:
o SMTP server name
o Port Number
o Server Authentication
You can select one of following the server authentication options:
e Anonymous
e Basic Authentication
e SSL
e TLS
o Sender Email
o Password of the sender email
» Notes:
e Update the profiles of the users who should receive email notification by adding their email
addresses and checking the Receive Notifications option.
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e You can test the SMTP server settings by sending a test email to all users registered to receive
Notifications.

e PetaSAN sends notifications in the following cases
-Node failure.
-0SD failure.
-Raw storage approaching full capacity
-Replication job failure
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4.10.iSCSI Settings

» Update iSCSI Settings

The iSCSI settings form configures various parameters required for the creation of iSCSI disks.
PetasAM

ISCSI Settings

# Configuration £ iSCSI Settings

i Info

Changes will be applied to new iSCSI disks. To apply the changes to exisiing disks: stop, detach then re-attach the disks.

IGN base prefix:*

ign.2016-05.com petasan

iSCSI 1 Subnet

Interface:*

eth2 ~ [J VLAN Tagging
Subnet Mask:*

o
Auto IP Range: From: * To:*

o =3

iSCSI 2 Subnet

Interface:*

eth3 ~ [J VLAN Tagging
Subnet Mask:*

o
Auto IP Range: From: * To: *

o =3

Cancel Save

The form contains the following fields:

¢ |QN base/prefix
o The prefix entered will be used as the base for all disks IQNs that will be created. The disk
id will be appended to the base prefix to form the unique IQN associated with the disk.

o The IQN format takes the form ign.yyyy-mm.naming-authority:unique name, where:
= yyyy-mm is the year and month when the naming authority was established.

= Naming-authority is usually reverse syntax of the Internet domain name of the
naming authority. For example, the iscsi.vmware.com naming authority would
have the iSCSI qualified name form of ign.1998-01.com.vmware.iscsi. The name
indicates that the vmware.com domain name was registered in January of 1998,
and iSCSI is a subdomain, maintained by vmware.com.

= Unique name is any name you want to use, and in PetaSAN we are using the
disk id.

For example if the base IQN is ign.2016-05.com.petasan then the IQN for disk 00001 will
be iqn.2016-05.com.petasan:00001
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iSCSI Subnets

You should specify the settings for the iSCSI subnetl and iSCSI subnet 2 by entering the following
information:

¢ Interface
The interface card assigned to the iSCSI subnet,it can be updated at any time as long as all
existing nodes with the iSCSI role have the selected interface.

e Subnet Mask
Enter the subnet mask of the iSCSI subnet

e VLAN Tagging
Enable VLAN tagging for the iSCSI subnet, if enabled then you must enter the subnet VLAN Id

e Auto IP Range
Enter the start and end auto IP Range which define a pool of IPs that are available for assignment
when creating iSCSI disks with the Auto assign IP option.

4.11.CIFS Settings

» Update CIFS Settings
The CIFS Settings include configuration required to set up CIFS services, networking as well as

Active Directory security.

= PeSAN @

CIFS Settings # Configurafion -~ @ CIFS Settings

Cluster Netbios Name:*

PetaSAN

Shares Parent Folder:” @

cifs

Interface:*

ethd v

Subnet Mask:*

O 2552552550 [J VLAN Tagging
Public IP Range: From: * @ To: *
0 10.04.10 0 100415

+Advanced

Cancel AD Settings

The CIFS settings form allows specifying the following fields

e Cluster Netbios Name
The Nebios name for the CIFS cluster which is set to PetaSAN by default
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e Shares parent folder
The top level folder within a pool or layout in which all CIFS shares will be created.

o Interface
Interface for the CIFS subnet ,it can be changed any time as long as all nodes hosting the CIFS role
have the selected interface card.

e Subnet Mask
The subnet mask of the CIFS public subnet used by clients.

e VLAN Tagging
Enable VLAN tagging for the CIFS subnet, if enabled then you must enter the subnet VLAN Id

e Public IP Range
Enter the start and end public IP which define a range of IPs allocated on the CIFS servers which
clients connect to. These are dynamic IPs that can be re-assigned to support high availability.

o Gateway
By default usesthe default gateway on the management network else specify the gateway IP on
public subnet.

e Advanced

smb.conf

o Global Public
Samba daemon global section for public shares.
o Global Secure
Samba daemon global section for secure shares using AD.
o Share Public
Samba daemon public shares section.
o Share Secure:
Samba daemon protected shares section

krb5.conf

o krb5

Configuration for kerberos support libraries.
e Actions
You can select one of the following actions

o Save
Saves the current settings

o AD Settings
Opens the Active Directory Settings Form
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» Active Directory Settings
You can add the active directory settings

AD Settings

i Info

Flease make sure time gap between server and client nodes does not exceed 5 minutes

AD Domain Name:™

companiylocal

AD IP:™

O 15821681237

You will need to enter the Active Directory settings by entering the following fields:

e AD Domain Name
The name of the active directory domain you want to join

e ADDNSIP
The Active Directory DNS server IP address

e Actions
o Join
After entering the AD information, you should select to join; the system will ask you to
enter the AD user name and password
o Unjoin
If you already joined an active directory, you can unjoin it, this allows you to join another
active directory server
» Notes:
The system will not save the active directory password; it will be only used to during the join
operation.
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AD Admin Username:®

AD Admin Password:®

AD Settings

and client no g 0 5 minutes

AD Domain Name:*

sana.local

AD IP*

O | 192.168.123.7
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4.12.NFS Settings

» Update NFS Settings
The NFS Settings include configuration required to set up NFS services.

= PetaSAN *

NFS Settings # Configuration & NFS Seftings

Exports Parent Folder:* @

nfs

Recovery Database Pool:*

rbd ~

Interface:™

eths v

Subnet Mask:*
O 255255.255.0 [ VLAN Tagging

Public IP Range: From: * € To: "

o | 100510 0| 100513

Cancel Save

The NFS settings form allows specifying the following fields
e Exports parent folder
The top level folder within a pool or layout in which all NFS exports will be created.
o Interface
Interface for the NFS subnet ,it can be changes any time as long as all nodes hosting the NFS role
has the selected Ethernet card.

e Subnet Mask
The subnet mask of the NFS public subnet used by clients.

e VLAN Tagging
Enable VLAN tagging for the NFS subnet, if enabled then you must enter the subnet VLAN Id

e Public IP Range
Enter the start and end public IP which define a range of IPs allocated on the NFS servers which
clients connect to. These are dynamic IPs that can be re-assigned to support high availability.

o Gateway
e By default uses the default gateway on the management network else specify the gateway IP
on public subnet.
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4.13.S3 Settings

» Update S3 Settings
The S3 Settings include configuration required to set up S3 server.

S3 Settings & Configuration ~ % S3 Settings
RadosGW http port:* = Network Configuration
7480
Load Balancer
Port:*
8000|
HTTPS ©
Private Key:*
Certificate:
Interface:*
ethe -
Subnet Mask:*
0 255.255.255.0 [ VLAN Tagging
Public IP Range: From: * @ To:*
o 10.0.7.100 o | 1007.110

Gateway:

@ Default O Custom

Cancel Save

The S3 settings form allows specifying the following fields
o RadosGW http port
The backend radosgw port, default is 7480.t.

e Load Balancer Port
The load balancer port

o HTTPS
Select if you want to enable https support.

If https is selected you will need either enter a key and certificate or generate them by clicking on
generate button

System will ask you about the common name to use for certificate.
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Load Balancer Certificate

Common Name:*

53 Service

Using the common name system will generate the certificate

= PetasAN
S3 Settings

(3

# Configuration € S3 Settings

RadosGW http port:*

7480

Load Balancer
Port:"

8000|

HTTPS ©
Private Key:"

----- BEGIN PRIVATE KEV-----
MIIIRATBADANBgkqhk1GEWABAQEFAASCCSAWEEkaAgEAAOTCAQC1dVSqe/RTvYal
qX/SASVKTp1f2TGeRF I 3bgDUXKPbNXhBa3Z1Wn10aN/ZgPQFCCnvXe3TogxHobI 1
+oFEKFQRT7V7HQG+qt1d67rpxg+1dPzqQpqoSuROCOET3VIdX408XMIrNLb2+11s
GMOEARNYZ17BALEVHEqbSrrdQG3 RZISLHOQ/XEa13GMUX0EH/KOBQ1GT

Certificate:”

----- BEGIN CERTIFICATE-----
MITEvzCCAGegAWIBARTUHOZ 1 CNLLKEEXEF qNWGMFUSN1BCWDRY IKoZ ThycNAQEL
BQAWDZ ENMASGALUEAWWE ZGVT bz AR FUEYMTAZMDIXNT E3MINAF WOeMT ATMI cXNTE3
MINaMABXDTALBENVEAMMEGR 1 bHEwggT 1 MAGGCS: 3DQEBAQUAAATCOWALEETK
AOICAQCLdVSqe/RTVYalqX/SASVKTp1f2LGERF uxkpbNXh8a3Z1MnieaN/Z
EPQFCenvXe 3TogkHOb 1 +of 6KFQRT7VZHAGHQ t 16T rpx g+ 1dPzqQPASSUROCOET

Intertace:”

eths -

Subnet Mask:*

0o | 255.255.255.0

Public IP Range: From: " € To: "
4= 1007.100 I=

Gateway:

@ Derault ) Custom

Interface

] VLAN Tagging

10.0.7.110

Generate

= Network Cenfiguration

cancel Save

Interface for the S3 Load Balancer subnet ,it can be changed any time as long as all nodes hosting

the S3 role have the selected Ethernet card.

Subnet Mask

The subnet mask of the S3 public subnet used by clients.

VLAN Tagging

Enable VLAN tagging for the S3 subnet, if enabled then you must enter the subnet VLAN Id

Public IP Range

Enter the start and end public IP which define a range of IPs allocated on the S3 servers which

clients connect to. These are dynamic IPs that can be re-assigned to support high availability.

Gateway
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o Gateway
By default uses the default gateway on the management network else specify the gateway IP on
public subnet.

Once you saved the settings, you will be able to download the certificate.

83 Settings # Configuration £ 53 Settings
RadosGW http port:* = Network Configuration
7480

Load Balancer

Port:*
5000|
HTTPS @
Private Key:*
-----BEGIN PRIVATE KEV-----
MITIRATBADANBgkghkiGOWPBAQEFAASCCSAnggkaAgEAROTCAQCT dVSGB/RTvY a1

qX/SASVKTp1f2tGeRFr3bgDuxKpbNXh8a3Z1knioaN/ZgPQFCcnvXe3TogXHObI1
+0fBKFQRTZV7HQG+qtid6Irpxg+idPzqQpq95uR0COgI3VidX408xMirNLb2+1ls
GMOEARhYZ17B4LEVH2qb5rrdQGa3bmK850zpRzIsLHOQ/ Xgal3gMUXo8H/ Ko8Q1G7
IWy51t58+P1lyhkhKFn7FjhvBt/dNLUBCc7zcQGDaHBRrzc7Lc1D7pqfCtnw/7XoiV

Certificate:”

-----BEGIN CERTIFICATE----- -
MIIEvzCCAgQegAWIBAgIUHOZIFCNILKESXEFgNWgMTUSn1BcwDQYIKoZIhveNAQEL
BQAWDZENMASGALUEAWWEZGVEbzAeFWBYMTAZMDIXNTE3M NaFW@@MTAIMICxXNTES
MiNaMABXDTALBgNVEAMMBGR1bWBwggIiMARGCSqGSIb3DQERAQUAALICDWANEZETK
AoICAQCidVSq@/RTvYaigX/SASvKTplf2tGeRFr3bgDuxkpbNXh8a3ZlWnioal/Z
gPQFCcnvXe3TogXHOb1i+of6KFQRT7V7HQG+qtid6Irpxg+idPzqQpqa5uR0COgT

4 AV A AGuatd ettt b0 11 eruAr ANkWT 1IN AL LIS akhCandAr ] het ! faTes

Interface:*

eths -

Subnet Mask:*

O 255255.255.0 O VLAN Tagging

Public IP Range: From: * @ To:*

0 | 10.0.7.100 o 1007110

Gateway:

@ Default () Custom

Cancel Download Cerlificate
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5. Manage Nodes

» Node List
The system views the list of cluster nodes and enables you to manage them.

= PetasaM [
Nodes L|St = Manage Nodes & Nodes List
Search

Name 12 Type Management IP Version Status Action

Node1 Management 10.0.1.10 280 [ up ] s = &

Node2 Management 10.0.1.11 280 [ up ] s = o

Node3 Management 10.0.1.12 280 [ w ] g E @

Showing 1 to 3 of 3 entries

The node list views the following information about each node:

Name

The node host name

Type

The node type which can be either “Management” or “Storage”

Management IP

The node management IP addresses

Version

The version number of the node

Status

The node status whether it is up or down

Action

The system displays the actions that can be done on the node according to its type and status

which are:

o View Local disks

Shows the list of local disk for the node and enables you to manage them refer to “Node
Local Disks”.

The button will be available for running nodes only

o View Log
Shows the system log for the node
The button will be available for running nodes only
o Manage Roles
Opens the Manage Roles form, refer to “Manage Roles”.
The button will be available for running nodes only
= Delete
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Enables you to delete a down storage node which will remove the node from the
cluster and all its OSDs.

The button will be available for nodes of type “Storage” and only when they are
down.

> Note: If you have a down storage node, you can still re-use its OSDs by moving
them to other nodes before node deletion.

» Node Physical Disk List
The system displays a list of local disks for a specific node.

Ll NODE-01 Physical Disk List =Manage Nodes K Nodes List @ Physical Disk List
F
Search

Name I= Ssize ssD Serial SMART Test Usage Status Linked Devices 0OSD Usage Action
= sda 100 GB No WDCWD2500  Passed System i
L

sdb 100 GB No KINGSTON-SB3 ~ Passed 0sD1 [ Down ] B oo x i
&
‘ sdc 60G8 No KiNGsTONYDH  Passed Cache i

sdd 60 GB No WhEGHsiaTA | Passed 0sD3 [ w ) Cache: sdc1 B oo i

sde 200 GB No Passed Joumal i

WDC-NGYJABS i
sdf 60GB No KINGSTON-70BS  Passed 0sDo @ETED | Joumal sdet B oo i
sdg 60 GB No WOC-8HSYNg  Passed 0sD2 [= v Joumal: sde2 . - 10% i
Cache: sdc2
sdh 60 GB No KINGSTON-HNAY Passed None = ] i
Showing 1 to 8 of 8 entries
Copyright 2019 PetaSAN www petasan org All rights reserved Version 2.8.0

The node local disks list views the following information about each disk:

e Name
The local disk name
e Size
The disk size
e SSD
This column specifies if the disk is SSD or not
e Serial
The disk serial number
e SMART Test
The result of overall SMART health test for the disk, test results are Passed, Failed or Unknown
o Usage
This column shows if the disk is used in the cluster and what its usage is.
The disk usage can be one of the following values:
o System
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This means the disk is used as a system disk.

o Journal
This means the disk is used as a Journal WAL/DB

o OSD
This means the disk is used as a Ceph OSD storage disk. The system displays its OSD
number.

o No

This means the disk is not used in the cluster.
o Mounted
This means the disk is not used in the cluster but it is mounted.
o Linked Devices
This column shows the journal disk or cache disk used by the OSD if any.
e OSD Usage
Percentage of used space in the OSD.
e Action
The system displays the actions that can be done on the disk according to its type and Status
which are:
o Add Storage Device
Opens that Add Storage Device form .

Add Storage Device
Physical Disk:
sdg

Add As:

osD

External Journal: Journal Disk:

Enabled sde

External Cache: Cache Disk:

Write Cache sdc

Notes:

* SSD devices should be enterprise class with PLP, high DWPD and
provide high sync/FUA write performance.

« Memory required for each OSD Is by default 4 GB + an additional 2% of
cache partition size when using Write Cache

The system enables you to add the disk as
= 0OSD
Adds the local disk as an OSD, it is available only if the disk is not used or mounted
You can specify an external journal disk or Cache disk or both. You can manually
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select the specific journal and cache devices or let the system select the available
device by selecting Auto.

= Journal
= Adds the local disk as Journal, it is available only if the disk is not used or mounted
Cache

Adds the local disk as Cache, it is available only if the disk is not used or mounted
o Delete
Deletes the local disk from the cluster, it is available only if the disk is not a system disk and
is either a down OSD or an unused cache or journal..
o Info
Views the storage device full information
» Notes:

o You will not be able to add disk as either OSD, cache or Journal if its node does not have
Local Storage Service assigned to its roles, you will first need to update the node roles
using the Manage Roles form.

» Manage Roles
The system shows the roles currently assigned to the node and enables you to add more roles or
remove existing roles using the Manage Roles Form.

= PetasSAM =
Node ps—node-01 Roles = Manage Nodes - [ Nodes List - £ Manage Roles
Management and Monitoring Services = Network Interfaces

Local Storage Service
[ Backup/Replication Service
iSCSI Target Service
CIFS Service
NFS Service
53 Service

Cancel Save
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» View Log
The system views the system log of the node.

Node NodeZ Log = manage Mode i rodes List

created key /00003/Z for new disk.
craateda key /000

Successrully

D1 tor new aisk.
Succasstully created key 00003 ror new dIsk.
20/02/2017 14:13:52 INFO Disk SQL DATA created

2O/OZ/ZO1T 14:19:15 INFO SUSCEESTUIY Created Kay /000021 Tar new i

20/02/2017 14:13:15 INFO Suce

srully created key 0000Z for new disk.
ZOMOZ/ZONT 1411315 INFO DISK DALABASS Created

20/02/2017 14:10:84 INFO Successfully created key /00001/2 far new disk.
ZOMZ/ZONT 14:10:64 INFO Suce
20/02/2017 14:10:64 INFO Successfully created key 00001 for new disk.
ZO/OZ/Z01T 14:10:64 INFO Disk test created

20/02/2017 12:49:92 INFO GlustarFS mount attempt

2O/OIZONT 12:4D:27 INFO

=im 1817

ZO/OZ/Z01T 13:43:27 INFO Py process stopped
20/02/2017 13:43:24 INFO Trying to Stop consols. py procass

20/02/2017 13:43:24 INFO censo

Py precess Is 503
20/02/2017 13:42:02 INFO Starting CIUStar Managsmant appleation

20/02/2017 13:42:03 INFO Starting cluster file syne service

2O/OZ/ZO1T 13:41:04 INFO Str_start_command ul agent a UL/BerVar BING 10.0.4.12 Fetry-Join
10.0.4.11 ~retry-jein 10.0.4.13

20/02/2017 13:41:00 INFO consul_cent_fila: /opt/patasan/conti

3 o

You can use the refresh button to view the latest log entries.
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6. Manage iSCSI Disks

6.1.

iSCSI Disks

» Add iSCSI Disk
By clicking on iSCSI Disk List->Add iSCSI Disk the system will open a form that you must fill in all its

required fields then click Save

= PetasAM =
Add isSCSI| Disk == Manage iISCS| Disks - ==iSCS| Disks - & Add iSCSI Disk
Disk Name:* Password Authentication:
W Data Storage 0 Yes ® MNo

TETATE Client AGL:

Size:

@ All O 1QN(S)
Enable Replication: €&

) Yes @ No

600 GB
Enable Trim/Discard: &
Pool e:
ve - ) Yes ® MNo
@ Replicated O EC
Pool:*
rbd d

Active Paths:

2

iSCSI Subnet:®

Both ~

Auto assign IP address:

- Yes ) No

Cancel Save

The Add iSCSI disk from contains the following fields:

Disk Name
The disk name will make it easier to identify the disk either in the view list or while performing
search. Disk name must be unique
Disk Size
To enter the disk size you can use the slider or manually enter the size
Pool Type
Select the desired pool type, replicated or EC
Pool
The system will show the list of pools which have their usage set to rbd.
o In case replicated pool type is selected ,then you should select desired pool from the list
of active replicated pools
o Incase of EC pool type is selected ,then you should select a replicate pool to store disk
meta data and an EC pool to store the actual disk data
Active paths
You should select the number of active paths for the iSCSI disk.
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» Note: selecting more than one path load balances the io traffic across several nodes which helps
improve performance.

e iSCSI subnet
You should select whether you want to allocate the active paths on ISCSI Subnet1, ISCSI Subnet2
or on both.
e Automatically assign IP address
o By default the system will assign the IP address automatically using the Auto IP range
already configured for the iSCSI subnets.
If you select No then you will be able to assign the IP address(s) manually.
Assigning IP addresses manually is only enabled for 1 or 2 active paths.
o You will not be able to use the “Auto Assign IP Address” feature in case there are any
inactive pools in the cluster to avoid re-using already assigned IPs
e Password Authentication
o By default your disk will not require password authentication ,you can select yes to enable

it
o If enabled you will have to enter user name and password
e Client ACL

You can allow any client to connect to the disk by selecting “All” or you can restrict access to
some client IQNs
You should write the IQNs separated by comma “,”.
o Enable Replication
You can enable the disk to be a target of a replication job
e Enable Trim/Discard

Enables or Disables Trim/Discard functionality.

» iSCSI Disk List
You can view list of all disks using the iSCSI Disk List page

= Manage iSCSI Disks = 5CEI Disk List

'(-
= Show 10 v entries Search
= Disk Id 1L Size Name Created Pool =17 Active Paths Status Action
4 00001 5GB Backup 2018-08-25  rbd ign.2016-05.com petasan: 00001 2 u
&

0oooz 50 GB Database  2018-08-30  FastvM_Pool  ign.2018-05.com petasan 00002 2 u

00003 1GB Test 2018-08-30 Backup-Fool iqn.2016-05 . com.petasan 00003 2 [ Stopped ] > = = 5

00004 168 2018-08-30 Fast-vM_Pool [ % x

00005 1GB Locakvhs  2018-08-30  Fast-vM_Pool  ign.2016-05 com petasan 00005 2

Showing 1 to § of 5 entries Presious Mext
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The iSCSI Disk List displays the following information for each disk:

e Replication information
In case the disk is source or destination of a replication job, a special icon will appear which allows
you to mouse over it and view information of the replication job.

= PetasAM
iISCSI| Disks

Show 10 v  entries

s ctination of replication MName Created
Eman3 2019-04-15
Ermans 2019-04-15
00003 5 =B ahmed_test 2019-04-15

Showing 1 to 5 of 5 entries

Disk Id
The unique disk id assigned to the disk by the system

e Size
The disk size
Name

The disk name.
Created
The date when the disk was created

e Pool

The storage pool storing the disk image

IQN

The IQN assigned to the disk

Active Paths

The number of active paths selected for the disk

By clicking on the number of paths the system will open a new page displaying the node hosting
each path and its interface
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Disk 00002

IP Interface Assigned Mode
10.0.2.101 etk 1 ps-node-02

10.0.2.102 etk ps-node-02

10.0.3.101 ethz ps-node-03

1005102 ethz ps-node-01

e Status
Display the current status of the disk which can be one of the following:
o Started
At least one of the paths has been assigned and clients can connect to the disk.
o Stopped
All disk paths have been stopped and clients cannot connect to the disk.
o Detached

Disk image is available on Ceph but the ISCSI information has been removed from the
image metadata.

o Starting
The system is starting the disk

o Stopping
The system is stopping the disk

e Action
The column action displays the actions that can be done on each disk according to its current
status; each action has a tool tip that is displayed when the mouse is over the action button.

o Stop
Stops the disk, it is available only when the disk is started.
In case the disk is destination of a replication job, it will always be stopped after running
the replication job.

o Start
Starts the disk, it is available only when the disk is stopped.
In case the disk is destination of a replication job, any data you write to it will be lost after
the next replication job.

o Detach
Removes the iSCSI information assigned to the disk but keeps the disk image on Ceph, it is
available only when the disk is stopped.

o Attach
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Opens the attach disk form so you can enter the iSCSI information associated with the disk,
which is similar to information required when adding a new disk, it is available only when
the disk is detached.

= PetasAN
£ Attach iSCSI Disk = Manage ISCSI Disks — iSISCSIDisks S Atach SGS| Disk
'L
Disk Name:™ Password Authentication:
= pe Yes ® Mo
= 1GB 50 GB tooTe  ClentAcL:
———
@ Al IQN(5)
o
Enable Replication: €&
Size:
& s ® Mo
50 GB
& Pool Type:
Replicated EC
Pool:
rbd v

Active Paths:

o

iISCSI Subnet:™

BEaoth v

Auto assign IP address:

& Yes Mo

o Edit

Cancel

Opens the Edit Disk form which enables updating the disk name and/or size; it is available

only when the disk is stopped.

» Note: You will not be able to change the disk’s pool type, pool or assigned IP addresses.

Ll Edit iSCSI Disk

B Manage iS5l Disks =85l Disks & EditiSCsl Disk

Disk Name:=

W

[n]=]

(E5d
size:
L)
50
& Pool Type:
Replicated EC
Pool:
riad v

ISCSI Subnet 1:
1002100

iISCSI Subhet 2:
10.0.3.100

PetaSAN Administrator Guide

100 TE

=B

Password Authentication:

Yes ® No
Client ACL:
@ Al IaM(s)

Enable Replication: €&

eSS ® no

Cancel
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o Delete
Deletes the disk and all its data from the system and it is available only when the disk is
stopped or detached.
> Note:
e You can use the arrows in each column for sorting in descending or ascending order.
e You can search for a disk using any part of the displayed information.
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6.2. Path Assignment
You can view all running nodes and all paths assigned to each node and the network interface used;
you can reassign paths by clicking on the “Reassign Paths” button.

Path Assignment List 5 Path Assignment = Path Assignment List

ps-node-01 ¥ 3 Paths

IP Address Interface Disk Name
1003103 eth2 Quorum Disk
10.0.3.105 eth2 Hyper-+' Datastore
10.0.3.106 eth2 Hyper- Datastore

ps-hode02 v 4 Paths

IP Address Interface Disk Name
10.0.2.105 ethl Hyper-+' Datastore
1002106 ethl Hyper-y Datastore
10.0.3.104 eth2 Quorum Disk
10.0.3.107 eth2 Hyper- Datastore

ps-node03 Vv § Paths

IP Address Interface Disk Name
1002103 ethi Quorum Disk
1002104 ethl Quarum Disk

You can expand, collapse nodes or use the expand all or collapse all buttons
After clicking on the “Reassign Paths” the system will enable you to re-assign paths manually or

automatically

Path Assignment List & Path Assignment = Path Assionment List

Path Assignment :
® Manual O Automatic

Search by :
@ Disk Mame O Path IP o

ps-node-01 Vv 3 Paths

| IP Address Interface Disk Name

[ 1003103 eth2 CQuorum Disk

) 1003108 eth2 Hyper-+ Datastore
) 10.0.3.108 eth2 Hyper-+ Datastore

ps-node-02 Vv 4 Paths

! IP Address Interface Disk Name
01002108 eth1 Hyper- Datastare
01002106 eth1 Hyper-v Datastare
1003104 eth2 Quorum Disk
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You can search for specific paths using part of the disk name or using specific path IP
= PetaSAM ®

Path Assignment List S Fath Assignment 1= Path Assignment List

Path Assignment :

® Manual Autamatic

Search by :

® Disk Narme Hyper-y Datastors Path P o Search

ps-node01 ¥ 2 Paths

IP Address Interface Disk Name
1003108 Bth2 Hyper-v Datastorg
10.0.3.108 eth2 Hyper-v Datastore

ps-nede-02 » 3 Paths

ps-node03 ¥ 3 Paths

IP Address Interface Disk Name

1002107 eth1 Hyper-v Datastorg
10.0.2.108 ethi Hyper-v Datastore
10.0.3.108 eth2 Hyper-\ Datastore

You can select one or more paths and select the destination node. You can select Auto which will assign
the selected paths to the node(s) containing the least number of paths.

ps-node-02 Vv 4 Paths

IP Address Interface Disk Name
10.0.2.105 eth Hyper- Datastare

< 10.0.2.108 eth1 Hyper- Datastore
10.0.3.104 eth2 Quorum Disk
10.0.3.107 eth2 Hyper-v Datastore

ps-node-03 Vv 5 Paths

IP Address Interface Disk Name
10.0.2.103 ethl Quorum Disk

«# 10.0.2.104 eth1 Quorum Disk

» 1002107 ethi Hyper-v Datastore
10.0.2.108 ethl Hyper-v Datastore
10.0.3.108 eth2 Hyper-v Datastore

AssignTe  psnode-02 v

You can select one or more paths then select the destination node

After clicking on the “Assign ” button , the system will start moving the paths, while the current
assignments is in progress and you will be able to see the summary of the current path
assignments as well as the current moving status of each path,
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Sl Path Assignment List i Path Assignment  i= Path Assignment List

i Info
Paths re-assignment in progress...
= Total: 3 Moved: 1 Failed: 0 Moving: 1 Pending: 1

o
L]

Node01 ¥ 5 Paths

IP Address. Disk Name Status
1002114 Quoroum

10.0.3.111 VMWware

10.0.2.118 Hyper-v

1002126 Windows 2012 [ moving ]
10.0.2.133 5QL2014

Node02 ¥ 3 Paths

IP Address. Disk Name Status
10.0.3.115 Quoroum

1003117 Quoroum
10.0.2.130 SQL2014

The status can be one of the following:
o Pending
Path still waiting its turn to be moved

o Moving
Path is being moved from source to destination node.
o Moved

Path has been assigned to the destination node

You can move the paths automatically; currently the system will distribute the paths according to the

number of paths on each node, trying to assign paths equally on while trying to avoid assigning too
many paths that belong to the same disk to a single node.

a Path Assignment List & Path Assignment -~ = Path Assignment List

Path Assignment :

) Manual ® Automatic

Distribute by:

® Path Count Resource Load

R

®

Note: In case you are using VLANSs for the iSCSi subnets, system will view the VLAN id next to the
interface name ex: eth1.2.
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6.3. Replication
Replication enables you to replicate data from a source disk to a destination disk in a different
cluster; this is activated by creating a replication job on the source cluster.

Replication is enabled by creating a replication job on the source cluster. The first time a
replication job runs, it will transfer all data from the source disk to the destination disk, later jobs
instances will only transfer the changes/differences done since the previous replication instance.

» Add Replication Job

Adds a replication job on the source cluster

= PetasaN
& Add Rep“catlon JOb [C] Replication B8 Jobs + Add Job
'(-
— Name:* Schedule:”
DB Rep Daily every 6 Hours E

Use Node:™
2 Node3 v “
& Source Cluster Name: Destination Cluster Name:~
a test wiael v

Source Disk:* Destination Disk:*

0oao1 ﬂ 0ooo1 ﬂ

Compression:

Enahbled & Disahled

+Advanced

Cancel

The form requires the following information:

e Name
The job name
e Use Node
The node that will be used to run the replication job on the source cluster, the system allows you
to select a node from list of Backup/Replication nodes.
e Schedule
Allows you to select how frequent the job will be executed.
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Schedule

& Dally At M

WEEklY * Every |10 v || Minutes v

Marthiy

Cancel Ok

First you should select the job frequency from one of the following options:

o Daily
Schedule
= Daily e A |15:00 "
Weekly Ewenry: ¥ || Hours ¥
ronthly
Cancel ik
= At
Job will run daily at a specific hour, you select the hour in 24 hours format
= Every
Job will run every x minutes or x hours.
o Weekly
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Schedule
Daily oin: # Saturday Ar | 1600 «
o Weekly Sunday
| Monday
rAanthly Tuesday
| Wednesday
Thursdany
Friday
Cancel (s
= Week Days
You can select the weeks days the job will run on.
= At
Job will run daily at a specific hour, you will select the hour in 24 hours format.
o Monthly
Schedule
Daily & On Day: (1,13 Af 1300 v
YRRkl First: v
& Monthly
Cancel Dk
= OnDay
You can select the day(s) to run the replication job on.
=  First
Job can run on first Sunday, Monday.., of the month.
= At

Job will run at specific hour, you will select the hour in 24 hours format.
e Source Cluster Name
The source cluster name (name of the current cluster).
e Source Disk
The system enables you to select an iSCSI disk from the list of disks on the source cluster.
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Source Disks List

Show 10 v entries Search:

Disk 1d Created QN

oooo1 2019-04-28 ign.2016-05. com . petasan: 00001

Showing 1 to 1 of 1 entries Previous - Mext

o Destination Cluster Name
The destination cluster name which you can select from the destination clusters you defined;
refer to Manage Destination Clusters for more information

o Destination Disk
The system enables you to select an iSCSI disk from the list of replication target disks on the
destination cluster.

e Compression
Select this if you want to enable compression during data transfer.

e Pre Snapshot Script URL
Optional URL of a custom script you want to run before the replication job takes a snapshot from
the source disk.
Pre Snapshot Script URL
Optional URL of a custom script you want to run after the replication job takes a snapshot from
the source disk.

e Pre Snapshot Script URL
Optional URL of a custom script you want to run after taking the snapshot from the source disk.
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> Jobs List
The system displays the list of defined jobs.

= Pe@SAN

Replication Jobs

Replication - Jobs

+ Add Job
Show 10 v entrigs Search:
Job 1d § Name Frequency Source Disk Destination Cluster Destination Disk Status Actions
0ooo3 Test daily 0001 Wag! 0oooz Started ] @ ® =
Showing 1101 of 1 entries Previous . Mext

The Jobs List contains the following information for each Job:

e Jobld
The job serial number
e Name
The Job Name
o Frequency
How often the job will run (daily, weekly or monthly)
e Source Disk
The source disk id.
e Destination Cluster
The name of the destination cluster.
e Destination Disk
The destination disk id.
e Status
Displays the current status of the job, which can be one of the following:

o Started
Job will run according to its schedule.
o Stopped

Job is suspended and will not run.

e Actions
The Actions column displays the actions that can be done on each job according to its current
status; each action has a tool tip that is displayed when the mouse is over the action button.

o Stop
Stops the job, it is available only when the job is started.
o Start

Starts the job, it is available only when the job is stopped.
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o Edit

Enables editing the job information except the source and destination disks.

o Delete
Deletes the selected job
o Log
Shows the job log information

» Active Jobs List
The system views the list of jobs currently in progress.

Id

[alalu]u}}

Active Replication Jobs

Show 10 v entries

Name Start Time Elapsed Time Transfer Rate Transferred Compression

2015.04-28
DER 0:02 hh 1.6 MB/ 0.05 8 125
ep 14:20:08 e °

Showing 1to 1 of 1 entries

Search

Progress

4%

Actions

Previous Mext

The Active Jobs List displays the following information for each Job:

Id

The job id

Name

The Job Name

Current Occurrence

The current job instance time occurrence

Elapsed Time

Time elapsed since the job started

Transfer Rate

Transfer speed in bytes per second

Transferred Data

Number of bytes transferred till now

Compression Ratio

Ratio of original byte count / count after compression
Progress

Percentage of the transferred data to the total data to be transferred
Actions

The Actions column displays the actions that can be done on each active job

o Cancel
Cancel the running job.
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» Add Replication User
This enables the administrator of the destination cluster to create a new user for usage by the system
during job execution

The replication user will have limited access to enable him to run the replication job.

| PetasAN
I L Add Replication User ClReplication ~ % Users — #Add User
"
User Name:*
= | Replicator|
= Authorized Pools:™
riad
(Pl
&
Usar” ivate Key:
a ser’s private key

Cancel

The form requires the following information:

e User Name

The user name, the system will create an OS system user as well as a Ceph user.
o Authorized Pools

The pools the user is granted access to.
e User’s Private Key

The user’s private key generated by the system after saving the user information.

> Note: The user will be created only on the Backup/Replication Nodes of the destination cluster.
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Replication Users List
The system lists the current replication users.

R

B

| ]

[

Replication UserS DI Replication + Users

Show 10 v entries Search:
Name L Action
Replicator = *
Showing 1 to 1 of 1 entries Previous - Mext

The Replication Users list shows the following information for each user:

e Name
User Name
e Actions

The system displays the actions that can be done on the user
o Edit
The system enables the administrator to update the authorized pools or reset the user’s

private key.

i}

K

>

Ed|t Rep”cation USer ] Replication t Users [# Edit User

User Name:™

Replicator

Autherized Pools:*

rbd

User’s private key:

77777 BEGIN RSA PRIVATE KEY-——
MIEPQIBAAKCAQEAR2mwH+ChPk+winy/gLxS4hgyUnwE 05 7sniUhNcWpzywh SkKnP
AEXUNBH2UWISF GOTE HRJG B v+ RIBROEWD 1 5M0IYyEULOLBEONEIC 0SPUBEGHCO
Inge+ayM3BaBhs 1 HEGARIIUULpPNU-+Gw TEX 0V 2zS0HT p5597 e TEGZIBR) Bngvpr?
a7hiYHBa4IrAr0ZI3ZCKHIPRIUKGY GRF UKgKs MBS 0Z +BIQEIBAZWE W 14104
TOPEPPORIN2GHS RW/E D4 AR Tw D SECOIKE M raXg HE TAWNKIQC CYEgP ST THO

Cancel

= Delete
The system deletes the selected user from the system OS and from Ceph users.

Note: Any updates done to the user will be applied to all backup/replication nodes.

PetaSAN Administrator Guide Page 62 of 83



PEQSAN

» Add Destination Cluster
The system enables the administrator of the source cluster to define a target destination cluster

=  PetaSAN

& Add Destination CI uster Renplication L Destination Clusters = Add Destination Cluster

Cluster Name:*

= wae|

= Remote IP:* €
jm=) 192.168.123.1580
24
User Name:™
&
emar
&
User's Private Key:*
-—-—-BEGIN B34 PRMATE KEY-----

MIEpABAAKCAQEAXGDWIO ab 0+ek 7 OR+OHDKHMEBIE S GUGsUCtkEL UB] 7 wiU2R
GHGkaL+gwC To33whhGxovy-+01 TsaC ikt T3 1whitkUU Ge 1 pemiHGek3)6 1 Qo DU e
yErEra eSO T HedsSEIC T+ pUSP IS QoR alzn AIB v C o Tem S Oy TG
Sw0Jfgw 1iis 1 GetkonpjuxE syPa3LumnC +HL ORO6myYhids3rrSEG+rMNnko8A
AnhdZGHISDThayDHT 30N ERRbAtaxgQimd 24 DRWZVE soiux 2y U B 0KE O+vEtS
YMEGHICIIMIE Y R0 7 DRIB ka0 MO S KA MU DARABAD BAQC T EhndwC 74 7/

Test Connection

Cancel

The Destination Cluster from contains the following fields:

e Cluster Name
Name of the destination cluster.
e Remote IP
IP of the Backup/Replication node at the destination cluster.
e User Name
Name of the replication user created at the destination cluster.
o User’s Private Key
The private key of the user at the destination cluster.
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» Destination Clusters List
The system views list of destination clusters

PetasAN

Destination Clusters

CIReplication

L Destination Clusters

+ Add Destination Cluster
Show 10 v Entries Search:
Cluster Name 1t Remote IP Actions
wael 192.168.123.151 @ ”®
Showing 1 to 1 of 1 entries Prewvious - Mext
The Destination Clusters list views the following information about each user:
e Cluster Name
The destination cluster name.
e Remote IP
IP of the target Replication/Backup Node at the destination cluster.
e Actions
The system displays the actions that can be done on the destination cluster.
o Edit

The system enables the administrator of the source cluster to update the
cluster information.

Delete

The system deletes the selected destination cluster.

7. Manage CIFS

7.1. CIFS Shares

» View CIFS Shares
The system views list of existing shares showing the following columns:

e Name
Share name
o File System
The file system on which the share is created.
e Layout
The layout in which the share is created.
PetaSAN Administrator Guide
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e Browsable
Indicates if the share is browsable by clients.
e Authentication
Shows if authentication is required to access the share.
e ACL owner
The owner of the ACL, this is the user who can assign others permission on the share.
e Actions
o Add
Opens the new share form
o Delete
Delete the current share including all stored data.

CIFS Shares & Manage CIFS ~ I CIFS Shares

+ Add CIFS Share

Name File system Layout Browseable Authentication ACL Owner Actions
Puplic cephfs default yes None o
Docs cephfs Fast yes None o

» Add CIFS Share
The system opens the CIFS Share form

Add CIFS Share &= Manage CIFS ~ = CIFS Shares ~ (= Add CIFS Share

Name:*

Docs

File System:*

cephfs ~

Layout:®

Fast ~

Browseable:

@® Yes O No

Authentication:

@ None O AD

Cancel Save

The CIFS Share form contains the following fields:

e Name
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The share name
o File System

The file system on which the share will be created.
e Layout

The layout in which the share will be created.
e Browsable

Indicates if the share is browsable by clients.
e Authentication

You can select no authentication or AD; in case of you select AD you will be required to enter the

ACL owner.
e Actions

o Save
Saves the added share

7.2. CIFS Status

» View CIFS Status
You can view the current CIFS status

PetasAN
CIFS Status B Manage CIFS @ CIFS Stalus

Neode Name Status Assigned IPs

vhlode-01 [ w ) 10.0.4.101
10.0.4.103
10.0.4.103
10.04.107
10.04.109
10.04.111
10.04.113
10.04.115
10.04.117
10.04.118

vhode-0% [ ) 10.0.4.100
10.04.102
10.04.104
10.0.4.106
10.04.108
10.04.110
10.04.112
10.04.114
10.04.118
10.04.118
10.04.120

The system will view the following columns:
¢ Node Name
Name of the CIFS Server Node
e Status
Node status, up or down
e Assigned IPs
IPs assigned to each node
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¢ Number of Connections
Number of active client connections

> View Connections
You can view connections of a selected server node

Screen

The system will view the following columns for each active connection:
e Username
The user name of the client that is connected
e Group Name
The group name of the client that is connected.
e ClientIP
The IP of the connected client
e Share Name
The shares which the client is connected to

8. Manage NFS

8.1. NFS Exports

» View NFS Exports
The system views the list of existing exports showing the following columns:

e Name

Export name
o File System

The file system in which the export is created.
e Layout

The layout in which the export is created.

e Actions
o Add
Opens the new export form
o Delete
Deletes the current export including all stored data.
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& Manage NFS - = NFS Exporis

NFS Exports
Name File system
Finanical cephfs
Public cephfs

» Add NFS Export
The system opens the NFS export form

Add NFS Export

= NFS Exports - = Add NFS Export

Name:*

Slow

File System:*

cephfs v
Layout:*

default v

The NFS export form contains the following fields:
e Name
The export name
e File System
The file system on which the export will be created.

e Actions
o Save
Saves the added export

8.2. NFS Status

> View NFS Status
You can view the current NFS status

PetaSAN Administrator Guide

Cancel Save

Page 68 of 83



PetasAn

NFS Status & llanage NFS ~ @ NFS Staius
Node Name Status Assigned IPs Number Of Connections
node-01 v ) 192.168.50.100 2
192.166.50.102
node-02 ) 192.168.50.101 0
192.166.50.103
192 168 50 104

The system will view the following columns:
¢ Node Name
Name of the NFS Server Node
e Status
Node status, up, down or in grace where in grace means node can’t accept new client connecions
o Assigned IPs
IPs assigned to each node
e Number of Connections
Number of active client connections

> View Connections
You can view connections of a selected server node

NFS Connections

Client IP Session ID

192.168.50.14 6847447354782515201
6847447320422776833

The system will view the following columns for each active connection:
e ClientIP

The IP of the client that is connected
e Session ID

The session id of the connected client
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9. Manage S3

9.1. S3 Users

» View S3 Users List
The system views the list of existing S3 Users showing the following columns:

= PetasAN

S3 Users & Manage S3 - & 53 Users

= Add S3 User

Show 10 w entries Search:

(=] It Display Name Suspended Default Placement Target Size Used (GB) Num Of Objects Num Of Subusers Actions

Eman Eman Azmy No default-placement 0.0 0 [1] Ir
synchronization-user Synchronization User No 0.0 o L] =

Tom Tom Mark No fast 00 0 2 Z x

Showing 1 to 3 of 3 entries Previous Next

e ID
The user ID
e Display Name
The user name.
e Suspended
The status of the user suspended or not.
o Default Placement Target
The user’s default placement target.
o Size Used (GB)
The number of Gigabytes stored by the user.
o Num of objects
The number of objects stored by the user.
o Num of Subusers
The number of subusers defined under the user.

e Actions
o Add
Opens the S3 User form (this shown only in case you are in the master zone).
o Edit

Opens the Edit S3 User form (this shown only in case you are in the master zone).
o Delete
Deletes the selected user (this shown only in case you are in the master zone).
o Info
View the user information.
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Note:

In case of multi zone, you will have Synchronization user that is created by the system and you can’t be
edited or deleted.

> Add S3 User

The system opens the S3 User form

Add S3 User % S3 Configuration ~ &> S3 Users ~ E>Add S3 User

1D:*

Eman

Display Name:*

Eman Azmy

Email:

test@gmail.com

Suspended:*

O Yes @® No

Default placement target:*

default-placement v

Max number of buckets:”

1000

Bucket Quota
Max Size:*

O Unlimited @ Limit Size 100 GB

Max Number of Objects:”

@® Unlimited © Limit Number

User Quota
Max Size:"

O Unlimited @ Limit Size 10 GB

Max Number of Objects:*

© Unlimited @ Limit Number 50

Sl E

The S3 User form contains the following fields:
e ID
The user id, it must be unique.
o Display Name
The user name.
o Email
The user’s email address.
e Suspended
If the user is suspended or not.
e Default Placement Target
The user’s default placement target
e Max number of buckets
The max number of buckets can be added by the user.
¢ Bucket Quota
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You can select the following quota for the user
o MaxSize
Specify if the user can have unlimited or limited bucket size, in case of limited you must
specify the size in GBs.
o Max Number of Objects
Specify if the user can have unlimited or limited number f objects, in case of limited you
must specify the number of objects.
e User Quota
You can select the following quota for the user
o MaxSize
Specify if the user can have unlimited or limited bucket size, in case of limited you must
specify the size in GBs.
o Max Number of Objects
Specify if the user can have unlimited or limited number f objects, in case of limited you
must specify the number of objects.
e Actions
o Save
Saves the S3 users and redirects you to the Edit S3 User form where you can view the
user’s Access and secret keys.

» Edit S3 User
The system opens the Edit S3 User form, enable you to update all the user information except the
user ID and can regenerate the keys if needed.
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& 53 Configuration ~ E> $3 Users & Edit S3 User

1D:*

Eman
Display Name:*
Eman Azmy

Email:
fest@gmail.com
Suspended:*
O Yes ® No
Default placement target:”
default-placement v
Max number of buckets:*
1000
Bucket Quota
Max Size:
@® Unlimited O Limit Size

Max Number of Objects:*

@ Unlimited © Limit Number

Subusers:

= Add Subuser

Show 10 ~ enfries

Subuser ID I Access Rights Access Key
new Read 2LZFUSIYEF4085VFOYIU
test Full Control 1ZEPDYRB3ZY4VL2FZ99C

Showing 1 to 2 of 2 entries

User Quota
Max Size:™
@ Unlimited O Limit Size

Max Number of Objects:*

® Unlimited O Limit Number
Access Key ID:*
L43Q5TL8D4XBAMLKNAAH

Secret Access Key:*

alpABRIWIO3rcUWIFv1STbXkib1gkFVO1KT3U4iY

Size used:

0.0

Number of objects:

0

Secret Key

BDOppzsyEyYZ0waRglghqGbL{G40daBs|I5ZkduLC

3gukdsTNCAQWZYIDIOCGImZEPPIBI3Y SnitFBUCW

GB

Search:
Actions
= x
[F g x

Previous Next

User can add subusers under the user and when added system will view the following columns for each

subuser:
e Subuser ID
The subuser ID
e Access Rights
The subuser access right.
o Access Key
The subuser access key.
o Secret Key
The subuser secret key.

> Add Subuser

The system opens the Add Subuser form and enables the administrator to enter the following fields:
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e Parent User

The name of the parent user.
e ID

The Subuser id.
e Access Right

The subuser’s access right.

Add Subuser

Parent User:

Eman

ID:*

New

Access Right:”®

Full Control
Read
Read/\Write

Write
Cancel Save

After saving the subuser system will redirects the user to the Edit subuser form showing the subuser’s
keys

» Edit Subuser
The system opens the Edit Subuser form and shows following fields:
e Parent User
The name of the parent user and can’t be modified.
e ID
The Subuser id and can’t be modified.
e Access Right
The subuser’s access right.
o Access Key
The subuser’s access key.
o Secret Key
The subuser’s secret key.
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Parent User:

Eman

ID:*

dd

Access Right:*

Read ~

Access Key:*

31BNEBIOWTY8ZLQ7FMEI

Secret Key:*

N7KXTFoW1uduSGgNwOtTXY hmUPSjZIDQBvAHJr

Cancel Regenerate Keys

Note:

You can regenerate the subuser’s access and secret keys

9.2. S3 Status

> View S3 Status
You can view the current S3 status

S3 Load Balancers Status

= Manage 83 @ 83 Status

Show 10w entries

Node Name |2 status

Node2

Nodet -

Showing 1to 2 of 2 entries

The system will view the following columns:
o Node Name

Name of theS3 Server Node
e Status

PetaSAN Administrator Guide

Assigned IPs

10.0.3.11
10.0.3.14
10.0.3.15

10.0.3.10
10.0.3.12
100313

Search:

Previous n Next
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10.

Node status, up, down
o Assigned IPs
IPs assigned to each node

Cluster Benchmark

> Benchmark

You can use the cluster benchmark form to test the performance of your cluster. You should

perform this benchmark while there is no other load on the cluster. Results will show the total
cluster Throughput and IOPS as well as display the resource loads for all nodes that have Local
Storage Role

& Cluster Benchmark L+ Cluster Benchmark " Benchmark

ter. Client nodes simulating client i/o are sen from nodes not running the Local Storage

Lo Test:* Pool:* Number of Threads:* Duration:*
o 4K 10PS radas henchmark v Backup-Fool v 16 v 1 min v
Clients™
&
Mode1 (3) -
Mode? (3)
Mode3 (3)

<

*(8) Node running the Local Storage Service.

You can customize your test using the following fields:

e Test
Select one of the following test types:
o 4K IOPS rados benchmark
Runs the 4K rados test to benchmark total cluster IOPS.
o 4M Throughput rados benchmark
Runs the 4M rados test to benchmark the total cluster Throughput
e Pool
Select the pool you want to perform the test on from the list of active pools.
e Number of Threads
Number of threads/queue depth that will be used in the test
e Duration
The test duration in minutes
e Clients
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Select the nodes that will be acting as clients simulating client 10.Client nodes will be excluded
from the resource load results.

> Notes:
e For more accurate results, client nodes are best chosen from nodes not running the Local Storage
Service.
e Nodes that have Local Storage Role will have (s) following their names.
The system will display the benchmarking results as follows

Results
Cluster IOPS
Write Read

354 208

\Write Resource Load:

Node Memory Util% CPU Util% Network Util% Disks Util% Actions
Avg Max Avg Max Avg Max
Nate 51 59 59 i 0 3 3 | SEroeEls |
Read Resource Load:
Node Memory Util% CPU Util% Network Util% Disks Util" Actions
Avyg Max Avy Max Avy Max

Model 49 99 99 o 1} 100 100 Show Details

e Cluster IOPS/Throughput
Display IOPS/Throughput results depending on type of test chosen.

o Read
Total cluster Read IOPS/Throughput.
o Write

Total cluster Write IOPS/Throughput.

e Write and Read Resource Load
Displays resource load for storage nodes during both read and write operations.
o Node Name
The name of the storage node
o Memory Utilization
This is a measure of how much RAM/Memory was used.
o CPU Utilization
This is a measure of how much the CPU cores were busy.
= Avg
Average utilization for all cores.
= Max
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Highest utilization used by an individual core.
o Network Utilization
This is a measure of how much the network interfaces were busy.
= Avg
Average utilization for all network interface cards.
= Max
Highest utilization used by an individual network interface cards.
o Disk Utilization
This is a measure of how much the disks were busy.
= Avg
Average utilization for all disks.
= Max
Highest utilization used by an individual disk.
You can view the resource load for any node in more details by clicking the Show Details button

MNode1 Write Resource Load Details

Memory

kbmemfree | kbmemused @ Kkbbuffers  kbcached | kbcommit | %commit | kKbactive | kbinact | kbdirty | hutil

745724 783552 10585 118024 44295960 289 253176 GE416 360 a1
CPUs

CPU Yuser Yonice thsystem fhiowait hsteal Youtil

all a a 7 46 ] a0

] 7 a 7 46 ] 60

Network Interfaces

Interface rEpck/s tipck’s rxkB/s tzkB/s rECcmp’s txcmp's r¥maest's Tautil
ethi 4 4 ] ] ] ] ] ]
eth3 126 153 27 51 ] ] ] ]
ethd 3 3 0 0 0 0 0 0
Disks

Disk tps rd_sec/s wWr_sec/s avgry-sz avgeu-sz await svctm Bhutil
sdh 6 184 548 170 0 16 ] 3
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11. Maintenance

11.1.Cluster Maintenance
You can turn off one or more of the maintenance settings using the cluster maintenance form

C|UST€I’ Ma|ntenance &3 Maintenance ~ 3 Cluster Maintenance

On signifies Normal operation, Off signifies Maintenance operation

Fencing: @

® on off

0OSD Settings

Recover: @

& ® on off
Perform data rebalance

Rebalance: @

& on off

Backfill: @

& on off

> Notes:

e [fany of the maintenance settings is turned off, the system will show that maintenance is on in
the Dashboard.

11.2.Backfill Speed

You can control the speed of background data recovery and rebalancing using the Backfill Speed
form

= PetasAN

@& Backﬂ” Speed & Maintenance o= Backfll Spead

Set Backfill Speed:” €&

— wery Slow -
Sl
<
& Fast
wery Fast -
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You can control the speed of background scrub operations using the Scrub Speed form

= PetaSAM -

Scrub Speed & Maintenance & Scrub Speed

Scrub Speed: * @

Very Slow Values:
Slow
Medium osd_max_scrubs = @ 1
Fast osd_scrub_load_threshold = @ 0.5
Very Fast osd_scrub_sleep = @ 0.3
Custom

11.4.Ceph Balancer

You can enable background fine tuning of PG assignments among OSDs to achieve better data
distribution via the Ceph Balancer form.

PetasAM

Ceph Balancer & Nantenance & Ceph Balancer

Balancer:* @

O On

®
<

Mode: @

crush-compat v

crush-compat

11.5.0SD CRUSH Weight
You can adjust the individual weight of OSDs, measured in TB, via the OSD CRUSH Weight form.
This can provide manual fine tuning of PG assignments among OSDs to achieve better data
distribution and can also be used to gradually increase weight of newly added OSDs for better
control of rebalance traffic.
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= PetasAM

OSD CRUSH Weights

& Maintenance 0SD CRUSH Weights

Show 10 entries

0OSD Name |:  Node Name
0sd.0 Node3
osd.1 Node1
0sd.2 Node2

Showing 1 to 3 of 3 entries

12. Manage Users

> Add User

You can add new user by using the Add User Form

% Usage

Search:
Weight ©

0.0977
0.0977

|0.0977 |

Previous n Next

@ Ed|t User & Manage User & Edit User
&
Name:™ Password:™

Administrator

Username:

adrnin

Role:

Administrator v

Email:*

admin@petasan org

¥ Receive Notifications

The form requires the following information:

e Name
The name of the user
e Username

The username that will be used to login

e Password/confirm password

The user password and its confirmation

e Role
The user role which can be:
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“Administrator” this enables the user to access all the system pages
“Viewer” this enables the user to monitor the cluster using the Dashboard.

e Email
If you want the user to receive email notification then you should enter the user’s email and
check the Receive notification option.

» User List
The system enables you to view all the users in the system using the User List Page

User L|St & Manage User & User List

Name Email Role Actions
|l Administratar Administratar IS
Eman Kaddah WiBwer Ir x
&
e Actions

The system enables you to do the following actions for each user:
o Edit
Enables updating the user information except the username.

PetasAn
ot Edit User & Manage User @ UserList & Edit User
&

Mame:= Password:™
= Administrator - memeaaas
Username: Confirm Password:™

admin - eeeeeaas
(=)

Role:
&2

Administrator v

&

Email:

Receive Motifications

Cancel

o Delete
Enables you to delete any user except the default administrator
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» Change Password
The system allows any user to change his password using the Change Password Form

Change Password & Manage User -~ & Change Passward

New Password = Confirm New Password =

Cancel
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