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1. Purpose

The purpose of this guide is to show how to create a Windows 2019 Hyper-V Cluster using Clustered
Shared Volumes (CSV) stored on PetaSAN. In this setup, virtual machines are stored directly by Hyper-V
on the CSV volumes. Using shared storage provides high availability for the virtual machines and
support s more advanced features such as live migration.

This guide does not cover storing the virtual machines on a Scale Out File Server, which will be covered
in a different document.

2. Pre-requisites

This guide assumes the reader has followed the Quick Start guide and has deployed a working PetaSAN
cluster. We will be using the same subnet assignments as given in the Quick Start example.

Additionally this guide requires:

e 2 x Windows Server 2019 named hyperv-1 and hyperv-2 with 4 physical interfaces.
These will act as our 2 Hyper-V servers

e 1 x Windows Server 2019 named AD with 1 physical interface
This will act as our Active Directory server. We will also use it for central cluster management of
the Hyper-V nodes.

3. Network setup

The Windows servers used in this guide are configured with the following IP addresses

AD hyperv-1 hyperv-2
Management | 10.0.1.50 10.0.1.51 10.0.1.52
Gateway 10.0.1.1 10.0.1.1 10.0.1.1
iSCSI 1 10.0.2.51 10.0.2.52
iSCSI 2 10.0.3.51 10.0.3.52
VM switch 10.0.6.51 10.0.6.52

> Note: Subnets 10.0.4.0 & 10.0.5.0 are assigned to the PetaSAN backend networks.
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4. Active Directory Setup

4.1 Setup the AD Server

On the designated node for AD, add the role “Active Directory Domain Services” and reboot

DESTINATION SERVER
Select server roles =
Before You Begin Select one or more roles ta install on the selected server.
Installation Type Roles Description
Server Selection . . A Active Directory Domain Services
[ Active Directory Certificate Services — (AD DS) stores information about
objects on the network and makes
Features O Active Directory Federation Services this information available to users
AD DS [] Active Directory Lightweight Directory Services el ez Dl ,AD DS
. ) . uses domain controllers to give
Confirmation [ Active Directory Rights Management Services network users access to permitted
[ Application Server = resources anywhere on the network
[ DHCP Server through a single logen process.
[] DNS Server
[ Fax Server
p @] Fileand Storage Services (1 of 12 installed)
[ Hyper-v
[ Metwork Policy and Access Services |
[ Print and Document Services
[] Remate Access
[] Remate Desktop Services
v
[<previous | [ Mew> | | nsan [ Cancel
—— A —

After reboot, select “Promote the server to a domain controller”

2) | I:'A Manage T View

| Post-deployment Configura... | =
WELCOME TO SERVER MANAGI! —

§ Local Server Con!\guratlon required for Active Directory Domain
_ Services at AD

W All Servers i 0
i ° C Bramote this server to a domain contralfer

AD DS

- . Task Details
WE File and Storage Services b QUICK START

2 “AOOTOES ang 1eare

3 Add other servers to manage

WHAT'S NEW
4 Create a server group
Hide
LEARN MORE
ROLES AND SERVER GROUPS
Roles:2 | Servergroups: 1 | Servers total: 1

File and Storage

ADDS ! Services !
Manageability ® Manageability

Events Events

Services Performance

Performance EPA results

BPA results
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In the configuration wizard choose “Add a new forest” and enter the domain name “demo.local”

- . TARGET SERVER
Deployment Configuration ad
nfiguration )
Select the deployment operation
Domain Centroller Options
() Add a domain controller to an existing domain
Additiona| Cpticns ) Add a new domain to an existing forest
Paths ® Add a new forest
Review Options . o . . .
Specify the domain information for this operation
Prereguisites Chack
Root domain name: demalocal
Mare sbout deployment configurationg
< Previous ‘ | Next = | | Install | | Cancel
Enter the password
= Active Directory Domain Services Configuration Wizard =N IE
. . TARGET SERVER
Domain Controller Options ad
Deployment Configuration )
Select functional level of the new forest and root domain
DNS Options Forest functional level: | Windows Server 2012 R2 | = |
Additional Opticns Domain functional level: | Windows Server 2012 R2 | = |
Patns Specify domain controller capabilities
Review Options Domain Name System (DNS) server
Praregquisites Chack Global Catalog (GC)
[ Read only domain controller (RODC)
Type the Directory Services Restore Mode (DSRM) password
Password: sssssnns
Confirm password: sessenne
Mare about domain controller options
< Previous ‘ | MNext > | | Install | | Cancel

Reboot system when done.
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4.2 Joining the AD Server

On both hyperv-1 and hyperv-2 nodes, edit the DNS setting to point to the AD server

Internet Protocol Version 4 (TCP/IPv4) Properties =N

General

‘You can get IP settings assigned automatically if your network supports
this capability. Otherwise, you need to ask your network administrator
for the appropriate IP settings.

() Obtain an [P address automatically
(®) Use the following IP address:

IP address: Ww. 0 .1 .51
Subnet mask: 255,255 .255. 0

Default gateway: 0.0 .1 .1

Obtain DNS server address automatically
(®) Use the following DNS server addresses:

Preferred DNS server: Ww. 0.1 .50

Alternate DNS server: I:l
[]validate settings upon exit

Then in “Server Manager -> Local Server” click on “WORKGROUP” in the “Domain” field.

[ Server Manager - |g

B PROPERTIES -
. For hyperv-1
~
Computer name hyperv-1 Last installed updates Never
B& All Servers ‘Workgroup WORKGROUP Windows Update Mot cor _
ii File and Storage Services P Last checked for updates Never =

‘Windows Firewall Public: On ‘Windows Error Reporting Off
Remote management Enabled Customer Experience Improvement Program  Not par
Remote Desktop Disabled IE Enhanced Security Configuration On =
NIC Teaming Disabled Time zone (UTC-04
Ethernetl 10.0.1.51, IPv6& enabled Product ID Mot act]
Ethernet 10.0.2.51, IPvb enabled
Ethernet2 10.0.3.51, IPv6 enabled
Ethernet3 10.0.6.51, IPv6 enabled
Operat m version Processors Intel(R}
[T - I _masn EPaT
< »
EVENTS
All events | 36 total TASKS =
Filter =l \E-IJ B2 V
-
Server Name D Severity Source Log Date and Time
HYPERV-1 1014 Error Microsoft-Windews-Security-SPP Application  10/1/2016 11:06:54 AM -
HYPERV-1 1014 Error Microsoft-Windows-Security-SPP Application  10/1/2016 11:06:54 AM =
HYPERV-1 8200 Error Microsoft-Windews-Security-SPP Application  10/1/2016 11:06:34 AM

= = BTG e

Windows Server Hyper-V Cluster using PetaSAN Page 6 of 18




In “System Properties”, click “Change...”

Computer Name | Hardware I Advanced I Remote

&1 Windows uses the following information to identify your computer

on the network
Computer iption |
For example: "IIS Production Server" or
"Accourting Server”.
Full computer name: hyperv-1
Workgroup WORKGROUP

To rename this computer or change its domain or m
workgroup, click Change k

Lok |[ Comed J[ ‘oot |

Enter “demo.local” in the domain field

You can change the name and the membership of this
computer. Changes might affect access to network resources.

Computer name:
hyperv-1 |

Full computer name:

hyperv-1

Member of
(®) Domain:
|demo.|ocal| |

() Workgroup:
|WORKGROUP |

Enter the AD password

Windows Security X

Computer Name/Domain Changes

Enter the name and password of an account with permission
to join the domain.

o ‘ administrator ‘

Domain: demo.local

More choices

This should be all for joining the domain, please repeat the same steps for hyperv-2.
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5. Configuring node roles

On all three nodes we need to add the “Hyper-V” role and the “Failover Clustering” feature. We are
adding these to the AD server since we are using it as a central location to manage the Hyper-V nodes.
However there is a slight difference when setting up the AD server, we need not specify a network

interface for use by the VM network since we will not be running any VMs on that node.

Select server roles

Before You Begin

Installation Type

Server Sglaction

Features

Hyper-v
Virtual Switches
Migration
Default Stores

Confirmation

Select one or more roles to install on the selected server,

DESTINATIOMN SERVER
ad.demo.local

Description

Hyper-V provides the services that
you can use to create and manage
virtual machines and their resources.
Each virtual machine is a virtualized
computer system that operates in an
isolated execution environment. This
allows you to run multiple operating
systems simultaneously.

Roles
[] Active Directory Certificate Services Lal
Active Directory Domain Services (Installed)
[] Active Directory Federation Services
[] Active Directory Lightweight Directory Services
[ Active Directory Rights Management Services
[] Application Server =
[] DHCP Server
DMS Server (Installed)
[ Fax Server
b [ File and Storage Services (2 of 12 installed)
I
[] Network Policy and Access Services ]
[] Print and Document Services
[ Remote Access
[] Remote Desktop Services -
| < Previous | | MNext >

Install | [ Cancel |

Select features

Before You Begin
Installation Type

Server Selection

Server Roles

Hyper-¥
Virtual Switches
Migration
Default Stores

Confirmation

Select one or more features to install on the selected server.

Features

I [] .NET Framework 3.5 Features
[» [W] .NET Framawark 4.5 Features (2 of 7 installed)
O Background Intelligent Transfer Service (BITS)
[] BitLocker Drive Encryption
[ BitLocker Netwark Unlock
[] BranchCache
[ client for NFS
[] Data Center Bridging
[] Direct Play
[] Enhanced Storage
Group Policy Management (Installed)
[ 1S Hostable Web Care
[ Ink and Handwriting Services

— - - W

A3

< | " | >

DESTINATION SERVER
ad.demo local

Description

Failover Clustering allows multiple
servers to work together to provide
high availability of server roles.
Failover Clustering is often used for
File Services, virtual machines,
database applications, and mail
applications.

[ < previous | [ Next>

install | [ Cancel |
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On hyperv-1 and hyper-v2 nodes specify the interface to use for the VM traffic. As discussed earlier, we
reserved our fourth interface (Ethernet3) specifically for that purpose.

= 2 DESTIMATIOMN SERVER
Create Virtual Switches nypen-1.demo.oca
Before You Begin Virtual machines require virtual switches to communicate with other computers. After you install this

role, you can create virtual machines and attach them to a virtual switch.
Installation Type
COne virtual switch will be created for each network adapter you select. We recommend that you create

at least one virtual switch now to provide virtual machines with connectivity to a physical network. You

Server Selection

Server Roles can add, remove, and medify your virtual switches later by using the Virtual Switch Manager.
Features Metwork adapters:
Hyper-V Mame Description a
[] Ethernetl Intel(R) 82574L Gigabit Network Connection
Migration Ethemnet3 Intel{R) PRO/1000 MT Metwerk Connection |§|
Default Stores <| LU HE

Confirmaticn (i) We recommend that you reserve one network adapter for remote access to this server. To reserve a

~ network adapter, do not select it for use with a virtual switch.

| < Previous | | Next > | | Install ‘ | Cancel

In contrast, our AD server has one interface, keep it unchecked.

Create Virtual Switches i,

ad.demo.local

Before You Begin Virtual machines requ_l're virtual s_witches to communicate wi_ﬂ'l other_computers. After you install this
role, you can create virtual machines and attach them to a virtual switch.

Installation Type

One virtual switch will be created for each network adapter you select. We recommend that you create

Server Selection at least one virtual switch now to provide virtual machines with connectivity to a physical network. You

Server Roles can add, remove, and modify your virtual switches later by using the Virtual Switch Manager.
Features Metwork adapters:
Hyper-V MName Description

[] Ethernet0 Intel{R) 82574L Gigabit Network Connection

Migration

Default Stores

Confirmation 'JJ‘ We recommend that you reserve one network adapter for remote access to this server, To reserve a

network adapter, do not select it for use with a virtual switch,

< Previous | | Next » | | Install || Cancel

Reboot each node when done.
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6. Connecting the PetaSAN disks

We need to create 2 disks in PetaSAN:

1. Diskl: 100TB x 4 paths with CHAP authentication. This will serve as the main data store for the
Hyper-V virtual machines.

2. Disk2: 1G x 4 paths with CHAP authentication. This will serve as a quorum disk; this is used by
Windows Clustered Shared Volumes (CSV) to control concurrent access to the first disk from
multiple machines.

We need to connect to these 2 disks from both hyperv-1 and hyperv-2 servers. Please refer to
Connecting to PetaSAN from Windows 2019 using MPIO guide for step by step instructions.

Note that initializing and formatting the disks should be done once from one node only, for example
from hyperv-1.

7. Validating the cluster

As discussed earlier, we selected to use our AD server as the machine we use for cluster management.
Before we create our cluster, we should let Windows validate it first by running a couple of tests.

On the AD server open the “Failover Cluster Manager”

= Server Manager -

Server Manager * Dashboard Marage  Tools  View  Help

Active Directory Administrative Center

Active Directory Domains and Trusts

Active Directory Medule for Windows PowerShell
ocal Server Active Directory Sites and Services

28 Dashboard WELCOME TO SERVER MANAGER

. i Active Directory Users and Computers
= Configure this local servi | apsieat
Cluster-A Updatir
& DNS QUICK START uster-Aware Updating
[ 2 Add roles and features Component Services
B File and Storage Services b £ Addroles and features

i3] Hyper-V 3

Computer Management
Defragment and Optimize Drives
DNS

4 Create a server group Event Viewer

‘ Failover Cluster Manager

Add cther servers to manal

WHAT'S NEW

27

Group Policy Management

Hyper-V Manager
LEARN MORE iSCSl Initiator

Local Security Policy
ODBC Data Sources (32-bit)
ODBC Data Sources (64-bit)
Performance Monitor

i'i'i AD DS 1 :% DNS Resource Manitor

Security Configuration Wizard
@ Manageability @ Manageability Services

ROLES AND SERVER GROUPS
Roles:4 | Server groups: 1 | Servers total: 1

Events Events System Configuration
System Information
Task Scheduler

Performance Performance Windows Firewall with Advanced Security

Services Services

BPA results BPA results Windows Memary Diagnastic
Windows PowerShell

=)A= SE
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Next click on “Validate Configuration”

Failover Cluster Manager -

U Create failover clusters, validate hardware for potential failover clusters, and perform configuration changes fo
.é yaour failover clusters.

~  Qverview

A failover cluster is a set of independent computers that work together to increase the availability of server roles. The
clustered servers (called nodes) are connected by physical cables and by software. f one of the nodes fails, another
node begins to provide services. This process is known as failover.

~  Clusters

Name Role Status MNode Status

No Fems found.

~  Management

To begin to use failover ch ing, first validate your hards configuration, and then create a cluster. After thase
steps are complete, you can manage the cluster. Managing a cluster can include copying roles to it from a cluster
running Windows Server 2012 R2, Windows Server 2012, or Windows Server 2008 R2.

ﬁﬁ Walidate Configuration. .
m Create Cluster..

ﬁﬁ Connect to Cluster...

~  Mare Information

In the validation wizard, add both hyperv-1 and hyperv-2

@ Select Servers or a Cluster

Before You Begin To validate a set of servers, add the names of all the servers.
=5 = To test an existing cluster, add the name of the cluster or one of its nodes.
Select Servers ora
Cluster

Testing Options

o hyperv-1.demo local
WValidating hyperv-2.demo local

Summary Remove

Confirmation
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Next choose to run all tests

@ Testing Options

Before *ou Begin Choose between running all tests or unning selected tests.
Select Servers ora The tests examine the Cluster Configuration, Hyper-V Configuration, Inventory, Network, Storage, and
Cluster System Configuration.

Testing Options

Microsoft supports a cluster solution only f the complete configuration (servers, network, and storage) can

Confimmation pass all tests in this wizard. In addition, all hardware components in the cluster solution must be "Certified
for Windows Server 2012 R2."

Validating

Summary

® Fun all tests (recommended)

) Run only tests | select

More about cluster validation tests

<Previous |[ Ned> || Cancel

The wizard will take a couple of minutes to run various tests; these include many important storage
failover and validation tests for our PetaSAN disks.

ﬁ Validating

Before You Begin The following validation tests are running. Depending on the test selection, this may take a significant

amourt of time.
Select Servers ora

Cluster Progress Test Result
Testing Options 100% Validate Disk Arbitration The test passed.
100% Validate Disk Failover The test passed.
100% Validate File System The test passed.
Validating 100% Validate Microsoft MPI0-based disks The test passed.
Summary 100% Validate Multiple Arbitration The test passed.
100% Validate SC5| device Vital Product Data (VPD) The test passed.
Validate SC5I1-3 Persistent Reservation The test passed.
0% Validate Simultaneous Failover Taking Test Disk 1 ofl v
A

100 Vinlid =t T, [

Confirmation

D " Thc toct

o
m | [>

Test is cumently running.
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Once completed, the wizard displays a cluster validation report.

il Validate a Configuration Wizard -
==,
# Summary
i :
Before *You Begin Testing has completed successfully and the configuration is suitable for clustering.
Select Servers ora
Cluster
Testing Options . . .
Corfimaton Failover Cluster Validation Report »
Validating
Node: hyperv-1.demo.local Validated
Node: hyperv-2.demo.local Validated
- v
= ln‘?“ﬂ" ‘? r‘ﬂ“lﬁf"ll"ﬂ":ﬂ“

Create the cluster now using the validated nodes...

To view the report created by the wizard, click View Report.

To close this wizard, click Finish.

If all is good, leave the “Create the cluster now using the validated nodes” checked and click on the

“Finish” button.

8. Cluster Creation

After successful validation, the create cluster wizard is displayed

& Create Cluster Wizard -

?ﬂiii Befare You Begin
Tl

This wizard creates a cluster, which is a set of servers that work together to increase the availabilty of
clustered roles. If one of the servers fails, another server begins hesting the clustered roles (a process

ey known as failover).

Administering the

Clust

o Befare you run this wizard, we strongly recommend that you run the Validate a Configuration Wizard to
Corfimation ensure that your hardware and hardware settings are compatible with failover clustering.
Creating New Cluster Microsoft supports a cluster solution only if the complete configuration {servers, network, and storage) can
E pass all tests in the Validate a Corfiguration Wizard. In addition, all hardware components in the cluster

solution must be "Certffied for Windows Server 2012 R2."
You must be a local administrator on each of the servers that you want to include in the cluster.

To continue, click Next

More about Microsoft support of cluster solutions that have passed validation tests

["] Do not show this page again

Net> | [ Cancel
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Enter the cluster name, for example “Hyper-V Cluster”

We need to assign an IP address for the cluster, in our example enter IP 10.0.1.100

ﬁ Access Point for Administering the Cluster

Before You Begin Type the name you want to use when administering the cluster.
Select Servers

Access Point for
Administering the
Cluster

Corfirmation
Creating New Cluster

Cluster Mame: |H)’per—V—Clu5ter

ﬂThe NetBIOS name is limited to 15 characters. All networks were configured automatically.

Networks Address
10.0.0.0/24 10.0.1.100

Summary

Click “Next”

ﬁ Confirmation

Before You Begin *You are ready to create a cluster.
Select § The wizard will create your cluster with the following settings:
Access Poirt for
Administering the Cluster: Hyper-v-Cluster ~
Cluster Node: hyperv-2.demo.local
Node: hyperv-1.demo.local
Tasty (EnEEE IP Address: 10.0.1.100
Summary
W

[w] Add =l eligible storage to the cluster.
To continue, click Mext.

<Previous || Net> |[ Cancel
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Click “Next”, then “Finish”

Summary

Before You Begin
Select Servers
Access Point for
Administering the
Cluster
Confirmation

Creating New Cluster

Summary

You have successfully completed the Create Cluster Wizard.

Create Cluster o)

Cluster: Hyper-v-Cluster

Node: hyperv-2.demo.local

Node: hyperv-1.demo.local

Quorum: Node and Diske Majority (Cluster Disk 1)
IP Address: 10.0.1.100

To view the report created by the wizard, click View Report.
To close this wizard, click Finish.

i1

Once the cluster is created, go to Storage -> Disks

Right click on the 100 TB disk add select “Add to Cluster Shared Volumes”

File Action View Help

== 7[5

4 i Hyper-V-Cluster.demo.local
4 Roles
3 Modes
4 | Storage
& Disks
H Pools
[54 Networks
Cluster Events

& Failover Cluster Manager

Disks (2)
Search | Quenes w I | )
Name Status Assigned To Owner Node | Disk Number  Capacity Informat
2 Cluster Disk 1 (&) Online Disk Witness in Quorum hyperv-1 2 1.00 GB
2 Custer Disk 2 (&) Online Avaizble Storage hyperv-1 1 100 TB
{3 | Bring Online
#d | Take Offline
|5 | Add to Cluster Shared Volumes | |
#) | Information Details..
Show Critical Events
More Actions »
cx | Remove
Properties
<[ " [>]
v % Cluster Disk 2
Volumes (1)
New Volume (E)
== ]
47 \TFS 100078 free of 100078

E
I
B AddD..

<& Move.. ¥

Disks: Cluster Disk 2

Windows Server
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On the bottom pane, the 100 TB disk volume will change from NTFS to CSVFS (Clustered Shared Volume

File System), this allows the volume to be used by many Hyper-V nodes concurrently. Notice too that it
is now accessible as “C:\ClusterStorage\Volumel”.

=

File Action View Help

« o a[m

% Failover Cluster Manager
4 & Hyper-V-Cluster.demo local

[ Roles S b Tl |
(51 Nodes Name Status fssigned To Owner Node  Disk Number ~ Capacity Irformat | % Add D..
4 [, Storage A Cluster Disk 1 (@) Online Disk Witness in Quorum hyperv-1 2 100GB &5 Move.. b
? E‘S‘T | Cilster Disk 2 (%) Oriine: Cluster Shared Volums fyperv-2 i 10078 View b
E Natw?:r‘l:c |6 Refresh
Cluster Events H Hep
| Cluster... = ¢
2 8rng ..
A Take..
Infor...
Show ...
B Move »
B More.. ¥
<] = 5 |eg Remo..
Prope...
‘v ‘_;%uua Disk 2 B ver
Volumes (1)

New Volume (C:\ClusterStorage'Volume1)
R |
% CSVFS 100.0 TB free of 1000 TB

Disks: Cluster Disk 2

= e ] %

Our next step is to create virtual machines, storing them on “C:\ClusterStorage\Volume1”
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9. Creating Virtual Machines

Right click on “Roles” -> “Virtual Machines...” -> “New Virtual Machine...”

IFiIe Action View Help I
|

2 Failover Cluster Manager
P ﬁ Hyper-V-Cluster.demo.local

Actions
|| Queries v i ¥ [{v]
‘ Configure Role... |

g :ﬂ Type Owner Node Pricrity Information y Confi...
= Stu‘ Virtual Machines... 3 | New Virtual Machine... [ ‘ Virtua.., ¥

? Create Empty Role | W A P & Creat..
Eng Ve ' View b

Cl Refresh |6 Refresh

Help E Help
Mo iFems found.
hd

Creates a virtual machine in the node specified.

3 &l

Select which hyper-v node that will (initially) house the new VM. Choose hyperv-1.

Select the target cluster node for Virtual Machine creation.

Look for:
2 Search Clear
Cluster nodes:
Name Status
I_i hyperv-1 @ Up
& hyperv-2 ® up

ok | [ cancel |
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Check the “Store the virtual machine in a different location” and specify our
“C:\ClusterStorage\Volumel” clustered volume.

i New Virtual Machine Wizard -
[ *J Specify Name and Location
Before You Begin Choose a name and location for this virtual machine,
Specify Name and Location The name is displayed in Hyper-v Manager. We recommend that you use a name that helps you easily
Specify Generation identify this virtual machine, such as the name of the guest operating system or workload.
Assign Memory MName: |\rm 1-demo
Configure Networking ‘You can create a folder or use an existing folder to store the virtual machine. If you don't selecta

Connect Virtual Hard Disk folder, the virtual machine is stored in the default folder configured for this server.

Installation Options Store the virtual machine in a different location

Summary Location: |C:'\Clusber5bnrage'\volume 1\ || Browse...

/1, If you plan to take checkpoints of this virtual machine, select a location that has enough free
space. Checkpoints indude virtual machine data and may require a large amount of space.

% < Previous || Next = || Finish || Cancel

Follow the wizard to complete the creation process. The new virtual machine will initially run on hyperv-
1 as we had specified but in case of node failure it will be picked up by other nodes in the cluster (in our
case hyperv-2). We can also perform live migration to transfer the virtual machine from one Hyper-V
node to another.
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